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Abstract
There are many methods for deploying relay nodes in wireless sensor networks with the aim of increasing network lifetime and reducing energy consumption. To overcome the issue, in this research, we first set the set of probe points for the establishment of relay nodes, since our goal is to minimize the number of relay nodes and increase the coupling between relays and sensors. This problem is NP-hard, so in order to solve this problem in a short time, the particle optimization algorithm using a weighted multifunctional function as a meta-burgh solution was used. We used this algorithm for determining the number and location of the placement relay nodes to reduce the number of nodes and increase network lifetime and network performance. We evaluated this proposed method for both theoretical analysis and numerical results. The results showed that the proposed approach provide better results compared to the greedy algorithms and particle optimizations.
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1. Introduction
A wireless sensor network is a network that includes a large number of low-cost sensor nodes with limited energy, which is responsible for receiving information from the environment, analyzing and processing them, as well as sending sensory data to other nodes. Communication between sensors is usually wireless. Each sensor works independently and without human intervention. The sensor is physically very small and there are limitations in processing power, memory capacity and power supply which these limitations create some problem. Although the use of wireless sensor networks is increasing, the design of these networks is a major challenge. To enhance the network performance, various parameters for improvement are considered including area coverage, life span and reliability (Kuila et al., 2013) which can be significantly improved with the exact deployment of the node. The problem of deploying nodes in a wireless sensor network has been solved with different methods and algorithms, in order to improve performance. In a wireless sensor network, taking into account the limitation in energy of the batteries of sensors, it is possible for a large number of nodes to be damaged during propagation. As well as network nodes have energy constraints and cannot be recharged, therefore, optimal protocols are needed to reduce energy consumption and increase lifespan. One of the methods used in this field is the deployment of the additive relay node. This problem is solved by some optimization methods. Evolutionary algorithms are also used, in order to select optimal location for add-on sensors, which these methods increase the network lifetime (Liu et al., 2016).

2. The proposed method
We propose a method using particle optimization algorithm. There is a systematic property in particle collective intelligence particle optimization algorithm, that the agents co-operates locally in this system and the collective behavior of all agents leads to the convergence at a point close to the optimal overall solution. The strength of this algorithm is that it does not need an overal control. Each particle (agent) in this algorithm has a relative autonomy that can move across the solution space and have to cooperate with other swarms (agents). A well-known algorithm for collective intelligence is Particle Swarm Optimization (PSO).

PSO is a group of optimization algorithms that operate on the basis of random population generation. This algorithm is based on the modeling and simulation of the flying of a bunch of birds (in group) or movement a bunch of fishes (in group). A group of particle optimization in space is randomly looking for food. There is only one piece of food in the space under discussion. None of the particle optimization knows the food location. To track particles, the smallest distance to the food is the best strategy. This strategy is in fact the source of the algorithm. Each solution
which is called a particle is equivalent to a particle in the particle motion algorithm.

2.1 WSN relay nodes in particle optimization algorithm

In order to obtain a satisfactory performance in the hierarchy of wireless sensor networks, we need to make relay nodes efficient and effective. The focus of the research is to design an algorithm for providing a solution for placing relay nodes in hierarchical wireless sensor networks. In this research, a relay node algorithm is generated for all possible positions for relay nodes. Simulated particle optimization algorithms are designed to optimize positions. The goal is to find an acceptable solution. Each node relay here is equivalent to a particle in the particle optimization algorithm (Degener et al., 2011).

2.2 Objectives of deploying WSN relay nodes in particle optimization algorithm

Three important goals are considered to maximize the lifetime and improve the performance of the given WSN which are: (1) The number of relay nodes is minimize, (2) Energy consumption is minimized and (3) The connection degree between the relay nodes and the sensor nodes is maximize. We study this proposed method with both theoretical analysis and numerical results.

2.3 Determining the initial population of the WSN relay nodes in the particle optimization algorithm

If we consider the number of relay nodes \((R)\) and the communication range of the sensor nodes \((r)\) and a flag bit \((f)\) with an initial value of 0 for each sensor node and possible places for the relays \((p)\), then we consider the place \((p)\) as the center of the circle and the radius of the circle \((d < 2r)\) and we check each node, to have a close distance to the relay and covered by relay.

For each node \((si)\), we calculate the distance with the node \((d = 2r)\) and if the distance between them is \((m,n)\) that means this node can be considered as the relay node \((p)\) and a circle is considered with center \((p)\) and diameter \((r)\) and each node which is located in this distance its flag bit becomes one (Lloyd et al., 2015).

For each node \((si)\), we calculate the distance with the node \((si + 1)\) and if the distance between them is \((d < 2r)\) that we can consider the node \((si)\) as \((pi)\), we consider a circle for this circle node which its center \((si)\) and its radius is \((r)\) and each node which is covered, will be flippe to one.

For each node \((si)\), we calculate the distance with the node \((si + 1)\) and if the distance between them is \((d > 2r)\), for each of these two nodes we consider different circles with their centers are \((si)\) and \((r)\) and their radius \((r)\) and each of the nodes which is covered will be flipped to one. This is done for all nodes, and a number of relay nodes are eventually nominated and introduced.

Primary relay nodes are a set of relay nodes, or the provided solutions for placing relay nodes and their positioning. Each relay node indicates situations that may be the optimal solution for deploying relay nodes for optimal network performance.

In this algorithm, in addition to the initial random location of particles, a value is also allocated for the initial particle velocity. The initial suggested range for velocity of particles can be extracted from the following equation.

\[
\frac{x_{\text{min}} - x_{\text{max}}}{2} \leq v \leq \frac{x_{\text{max}} - x_{\text{min}}}{2}
\]  

(1)

where \((v)\) represents the speed of each relay node, and \((x)\) represents the position of the relay nodes in the WSN network.

Increasing the number of primary relay nodes reduces the number of repetitions needed to converge the algorithm. Although increasing the number of primary relay nodes reduces the number of repetition, this increase causes the algorithm to spend more time in the evaluation of the relay nodes, and subsequently, the execution time until the convergence of the algorithm does not decrease, despite a decrease in the number of repetition. So increasing the number of relay nodes cannot be used to reduce the runtime of the algorithm. In order to reach the optimal solution, the number of repetitions in algorithm increases (if the convergence condition is such that the cost of the best relay node does not change in several successive repetitions), which ultimately the runtime to reach the optimal solution is not decreased. It should also be noted that the reduction of the number of relay nodes may cause the restriction to the local minima, and the algorithm does not reach to the main minimum solution. If we consider a number of repetitions as the convergence condition, although it reduces the number of initial particles, the run time of algorithm will be reduced, but the obtained solution will not be an optimal solution of the problem. Because the algorithm is executed incompletely. Therefore, in this algorithm, reaching to the optimal solution will be as the ending condition of the algorithm (Lu et al., 2010).

2.4 Calculation of fitness function

In this step, we need to evaluate each relay node in the WSN, which represents a solution to the problem. Each relay node in the WSN has a complete information about the input parameters of the problem, which this information is extracted and considered in the objective function.

One of the fundamental steps that we should address is the definition of a fitness function for evaluating the quality of the relay nodes in the WSN of the initial population, as well as evaluating their quality in the next steps. Since a criterion for the particles or better generation must be determined in the particle optimization algorithm, so that these types of particles are preserved for continuation and remaining be removed, so it is crucial to determine this evaluation function (Lee et al., 2010).

Each relay node in the WSN has a fitness value calculated by a fitness function. The more the WSN relay node of search space is closer to the objective in the model of WSN relay node movement, the more the fitness is.
The three goals in this article are studied. Minimizing the number of relay nodes, minimizing energy consumption, maximizing communication between relay nodes and sensor nodes in wireless sensor networks. Firstly, we convert them to mathematical equations, and then we obtain the sum of weights for constructing a multi-objective fitness function. To reduce the complexity of the fitness function, we obtain the number of relay nodes in the fitness function. We use the weight \( w \) and \( (1 - w) \) where we have \((0 < w < 1)\) and consider the weights as \( w = 0.2, 0.4, 0.6, 0.8 \) and compute the optimal solution.

For each node of the sensor, we choose a solution to select the best particle that means assigning relay nodes. The objectives are:

i. Use a connection to measure the redundancy of the relay nodes.

ii. For each sensor node, if there are no available relay nodes, use the number of available sensor paths.

iii. The nodes directly indicate the connection, otherwise the excess load ratio will be reduced in order to prevent excessive distribution of congestion (Rawat et al., 2014).

\[
Ni = 2 + (ni - 2) \times a \quad ni \geq 3 \tag{2}
\]

where \( ni \) is the number of available paths and factor \( a \) is constant considered to be 0.15.

For the number of nodes, we use the following formula, which is equal to \( (F(RN) = RN) \). \( RN \) is the number of relay nodes (Karl et al., 2016). \( dthur \) is the threshold distance between free space and the fade of several paths. If the distance between a sensor node and its relay node is greater than the threshold, then the multiple path will be used. \( dii \) is the distance between a sensor node and a relay node in a multiple path. For \( k \) bit energy consumption, we have (Min et al., 2015):

\[
Et(k,dii) = k \times eelec(k) + k \times \varepsilon \times dii 2 \quad dii < dthur \tag{3}
\]

\[
Et(k,dii) = k \times eelec(k) + k \times \varepsilon \times dii 4 \quad dii \geq dthur
\]

where \( Et \) is energy consumption, \( dthur \) is the threshold distance between free space and the fade of several paths, \( dii \) is the distance between a sensor node and a relay node in a multiple path, \( k \) is the number of bit energy consumption, \( \varepsilon \) is is the energy required by the free space.

If we want to express the fitness function in the language of probabilities, we can say that \( w \) or the weight of each index expresses its probabilistic value. So we have:

\[
Fitness\ Function = w \cdot E(x) + (1 - w) \cdot F(x) \tag{4}
\]

where \( F(x) \) is a known nonlinear, \( E(x) \) is energy consumption and \( w \) is the weight of each index.

Such that \( 0 \leq w \leq 1 \) and our goal is to minimize the value of the fitness function. In other words:

\[
Objective = \min\{Fitness\ Function\} \tag{5}
\]

Therefore, each node of the WSN relay whose value of the fitness function has the lowest value is considered the best solution. Record the best position for each WSN relay node \( (P_{l, \text{best}}) \) and the best position among all WSN \( (P_{g, \text{best}}) \) relay nodes. At this stage, according to the number of repetitions, two states can be checked.

i. If we are in the first repetition \( (t = 1) \). The current position of each WSN relay node is the best location found for that WSN relay node.

\[
P_{l, \text{best}} = X_i(t), i = 1.2.3 \ldots d
\]

\[
Cost(P_{l, \text{best}}) = cost(X_i(t)) \tag{6}
\]

where \( P_{l, \text{best}} \) is the best position for each WSN relay node and \( P_{g, \text{best}} \) is the best position among all WSN relay nodes, cost is the cost function for PSO algorithm, \( X_i(t) \) is the position of particle \( i \).

ii. In other repetitions, we compare the cost of WSN relay node in Step 2 with the best cost for each WSN relay node. If this cost is less than the best- recorded cost for this WSN relay node, then the location and cost of this WSN relay node will replace the previous value. Otherwise, location and recorded cost for this WSN relay is calculated as:

\[
\begin{align*}
\{ & \text{if cost}(X_i(t)) < \text{cost}(P_{l, \text{best}}) \Rightarrow \{ \text{cost}(P_{l, \text{best}}) = \text{cost} (X_i(t)) i = 1.2.3 \ldots d \\
& \text{else Not change} \}
\end{align*}
\]

\[
\{ \text{cost}(P_{l, \text{best}}) = \text{cost} (X_i(t)) i = 1.2.3 \ldots d \\
\}
\]

\[
P_{l, \text{best}} = X_i(t) \tag{7}
\]

2.5 Updating the speed and position of the WSN relay nodes

The speed vector update for all WSN relay nodes is performed as follows:

\[
V_i(t) = w \times V_i(t - 1) + c_1 \times rand \times (P_{l, \text{best}} - X_i(t - 1)) + c_2 \times rand \times (P_{g, \text{best}} - X_i(t - 1)) \tag{8}
\]

where \( V_i(t - 1) \) is current velocity, \( V_i(t) \) is updated velocity, \( w \) is inertia weight, \( c_1 \) and \( c_2 \) are acceleration (learning) factors, rand and rand; are uniformly distributed random numbers between 0 and 1, \( X_i(t - 1) \) is current position of particle \( i \).

Parameters \( c_1 \), \( c_2 \) and \( w \) are determined experimentally and randomly. But \( w \) must be less than one, because if it is larger than one, then \( V(t) \) increases continuously to the point where it diverges. Also, selecting a small value for this coefficient \( w \) will also cause some problems. We consider this coefficient positive in range from 0.7 to 0.8 which should not be too large, because the selection of large values for these two factors causes a large deviation of the particle from its own path. We consider the values of
these coefficients positive and in range from 1.5 to 1.7 (Romer et al., 2017; Tilak et al., 2014).

In other words, these WSN relay nodes move in the n-dimensional space of the problem in a repeating manner, to search for possible new solution by calculating the appropriate values as a evaluation criterion.

The velocity vectors and position of each of the WSN relay nodes in each repetition of the algorithm are calculated as follows (Younis et al., 2017).

\[
V_{it} = w \cdot V_{it-1} + c_1 \cdot r_1 \cdot (p_{Best} - x_{it}) + c_2 \cdot r_2(n_{Best} - x_{it}) \quad (9)
\]

\[
-v_{\text{max}} \leq V_{it} \leq v_{\text{max}} \quad (10)
\]

\[
s_i = \begin{cases} 1 & \rho \leq s_i \\ 0 & \text{otherwise} \end{cases} \quad (11)
\]

\[
x_{it} = \begin{cases} 1 & \rho \leq s_i \\ 0 & \text{otherwise} \end{cases} \quad (12)
\]

In the above relation, the new speed vector of each WSN relay node is computed based on its previous speed of the WSN relay nodes \( V_{t-1} \), the best position that the WSN relay nodes have achieved so far \((p_{Best})\) and the location of the best WSN relay node in the neighborhood of WSN relay node \((n_{Best})\). If the neighbors of each WSN relay node include all of the WSN relay nodes of the group, then \(n_{Best}\) represents the position of the best WSN relay node in the group that is referred to \((g_{Best})\). \((0 < w < 1)\) are two random numbers (with a uniform distribution between \([0,1]\)) that are produced independently of each other. In this equation, \(s_i\) is a definition used in \((12)\).

\(c_1\) and \(c_2\) which are learning coefficients are considered positive in a range from 1.5 to 1.7, which controls the effect of \((p_{Best})\) and \((n_{Best})\) on the search process. \(w\) denotes the inertia weighting coefficient. We measure this coefficient positive and in range from 0.7 to 0.8.

The speed vector of the WSN relay node is limited to \(v_{\text{max}}\). \(v_{\text{max}}\) is a limitation that controls the global search capabilities of the WSN relay node. By using Eq. \((12)\), the speed vector of each WSN relay node is converted to the probability vector of the variation. In the above relation, \(s_i\) represents the probability that \(x_{it}\) is equal to 1. Then, using Eq. \((12)\), the location vector of each WSN relay node is updated. In the above relation, \(\rho\) is a random number with a uniform distribution between zero and one. The problem space is equal to the number of parameters in the desired function for optimization. A memory is assigned to store the best position of each WSN relay node in the past, and a memory to store the best available position among all the WSN relay nodes. The WSN relay node decides how to move in the next step, achieving the experience of these memories. At each repetition, all the WSN relay nodes move in the n-dimensional space of the problem so that a general optimal point can finally be found. The WSN relay nodes update their speeds and their location according to the best local and absolute solutions. The result is the following formula (Gupta et al., 2017).

\[
P_{\text{new}}(m,n) = P_{\text{old}}(m,n) + v_{\text{new}}(m,n) \quad (13)
\]

where \(v(m,n)\) is the speed of the WSN relay nodes, \(P\) is the WSN relay nodes variables, \(R\) is random numbers with uniform distribution, \(\Gamma_1, \Gamma_2\) are learning factors, \(P\) is the local best \((m,n)\), \(n\) is the global best \(r_1\) and \(r_2\), the best absolute answer.

The particle algorithm updates the velocity vector of each WSN relay node and then adds the new speed value to the position or value of the WSN relay. Updating the speed are affected by both values, the best local solution and the best absolute solution.

The best local solution and the best absolute solution are the best solutions achieved till the current running time of the algorithm, by a WSN relay node and in the whole population, respectively. The constants \(\Gamma_1, \Gamma_2\) are called Perceptual Parameter and Social Parameter respectively, respectively. The main advantage of the WSN relay node is that the implementation of this algorithm is simple and needs a few parameters. Particles are also able to optimize complex cost functions with a large number of local minima (Ataul et al., 2010; Maheshwari et al., 2016).

2.6 Convergence Test

The convergence test in this algorithm is similar to other optimization algorithm. There are various methods for checking the algorithm. The method most often used in the convergence test of the algorithm is that if there is no changes in cost of the best node of the WSN relay, after several consecutive repetitions, and then the algorithm ends, otherwise it should return to the previous step (Younis et al., 2004).

2.7 Diagram of suggested algorithms

The flowchart of the proposed algorithm is shown in Fig. 1.

3. Analysis and calculated results

In this section, we will analyze the results of simulation of the algorithm for deploying proposed relay nodes. The simulation was performed using the 2016 software.

3.1 How to simulate the proposed algorithm

Three different functions are considered in the proposed algorithm which are: Population function, Crossover function and the Mainpso function. The first function is called (population) creates the initial population of the wsn relay nodes. The second function is called the (crossover), which is used to update the position and velocity vectors of the WSN relay nodes, and the third function is called the (mainpso), as the proposed main function, which takes information from (population) and speed and position for each are expressed according to the formulas. Then for each wsn relay node, a fitness value is assigned according to the given formula in the third chapter. Then the best fitness value and thus the best relay position is obtained. Afterwards, in the next repetition, the speed and position vectors of the other relay nodes will be updated according to the best position of the relay node.
earned in the previous repetition and so an algorithm runs until satisfying the convergence condition.

3.2 Evaluation criteria

The purpose of this paper is to determine the minimum number of relay nodes as well as their optimal position to enhance the performance of wireless sensor networks with maintaining the ability of connecting all sensor nodes and balances between relay nodes for proper distribution and uniform use of energy. Therefore, in order to evaluate the efficiency and performance of the proposed algorithm, the ratio of the number of selected prone positions, compared with the number of sensor nodes, the number of different default positions, the number of connectivity capabilities for each sensor node (the number of relay nodes located in coverage zone of a sensor node antenna) and coverage domain of sensor nodes antenna.

Fig. 1. Structure of optimization algorithm of proposed group.

3.3 Simulation Parameters

Matlab software was used to evaluate the proposed algorithm. The computer with Intel Ci5 processor and 4 GB memory and Windows 7 operating system was used. A scenario of wireless networks in an area of 200 to 200 square meters was used for simulation and 200 nodes of the wireless sensor were randomly distributed. The central station was located in the middle of the enclosure, with coordinates 100 and 100. The primary energy for each node is 0.5. The communication range for each sensor node was 50 meters. In this simulation, the initial population of the possible solution for the proposed algorithm was equal to 100 particles and randomly generated. Each particle is, in fact, an arrangement or deployment of relay nodes in primary prone locations where both their number and their location are randomly selected. The default number of repetitions was 200, but, the algorithm ends before the runs out time, if there are no more optimal changes. The condition is determined by counting the total number of designated locations for deployment of relay nodes, that means, when it is recognized that the mentioned value is not decreasing and no better optimal state occurs, then the algorithm ends. The minimum number of relay nodes for each sensor node with communication power \((k)\) chosen 2. The setting for simulation is given in Table 1.

3.4 Simulation results

In Fig. 2, the variation in the number of relays by the number of sensor nodes is represented. In this evaluation, we repeat the algorithm with 300 location. In Table 2, we show the simulation results. In this scenario, the stability of the algorithm with respect to changes in the number of sensor nodes and the number of relay location is evident. The results shows the output of algorithm (number of relay nodes) with respect to the number of sensor nodes, indicating that in general, with the increase in the number of wireless sensor nodes, the number of relay nodes also increases to some extent, but it can be said The number of relay nodes does not depend to the number of sensor nodes directly but, depends on dispersion of nodes directly. The results indicate that the low number of sensor nodes does not lead to the reduction of the number of selected relay nodes. Fig. 3 presents the dispersion of the relay nodes by increasing the coverage domain of the wireless sensor nodes. In this evaluation, the number of sensor nodes equal to 300 nodes, the number of relay nodes equal to 100.
primary relay nodes, the initial population of particle optimization algorithm equal to 100 particle and connectivity degree equal to 2. Other parameters were implemented according to the information of simulation base table. Fig. 3 shows the variation of the number of optimally selected relay nodes by the proposed algorithm with respect to the antenna coverage domain of the sensor nodes. The results show that with increasing coverage domain in wireless sensor nodes, the number of relays decreases. In this diagram, the horizontal axis represents the coverage range and the vertical axis represents the number of relay nodes.

Table 1
Simulation Parameters.

<table>
<thead>
<tr>
<th>Amount</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>200* 200 square meter</td>
<td>Simulation area (level)</td>
</tr>
<tr>
<td>(100,100)</td>
<td>Location of the central station</td>
</tr>
<tr>
<td>200</td>
<td>Sensor nodes</td>
</tr>
<tr>
<td>100</td>
<td>Initial population of particle optimization algorithm</td>
</tr>
<tr>
<td>200</td>
<td>Number of iteration of simulation</td>
</tr>
<tr>
<td>50 m</td>
<td>Communication scope</td>
</tr>
<tr>
<td>0.5</td>
<td>Primary energy nodes</td>
</tr>
</tbody>
</table>

![Fig. 2. Variation of number of relays number with the number of sensor nodes.](image)

Table 2
Relay number variation with the number of sensor nodes.

<table>
<thead>
<tr>
<th>Number of relays</th>
<th>Number of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>150</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
</tr>
<tr>
<td>18</td>
<td>250</td>
</tr>
<tr>
<td>19</td>
<td>300</td>
</tr>
</tbody>
</table>

![Fig. 3. Variation of the number of relay node with respect to the coverage domain of sensor nodes.](image)
Table 3 shows the variation of the optimally selected number of relay nodes by the proposed algorithm with respect to the coverage zone of sensor node antenna. Numerical analysis shows that with increasing coverage domain in wireless sensor nodes, the number of relays decreases. The proposed algorithm compared with two methods of greedy and the traditional particle optimization method is carried out. In this evaluation, the number of relay nodes used in the network is investigated by increasing the number of sensor nodes. Fig. 4 shows that the proposed method provides better results than greedy algorithms and particle optimizations. At the same amount of considered limited WSN space, the proposed algorithm can be used to reduce the number of relay nodes comparing to greedy and genetic algorithms. The proposed algorithm requires less number of relay nodes than the other two algorithms for use in the same number of sensor nodes. The number of relay nodes increases with increasing number of sensor nodes, but when the number of sensor nodes reaches a certain number, the number of relay number decreases. The reason is that because the network is dense, there is no need to add additional relay nodes. As a result, the results are better than the other two algorithms. Fig. 4 shows the ratio of the number of relay nodes with respect to the number of sensor nodes. In Fig. 4, the horizontal axis represents the number of sensor nodes and the vertical graph representing the number of relay nodes.

Table 3
Changes in the number of optimally selected relay nodes by the proposed algorithm.

<table>
<thead>
<tr>
<th>Number of relay nodes</th>
<th>Coverage rate (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>33</td>
<td>60</td>
</tr>
<tr>
<td>29</td>
<td>70</td>
</tr>
<tr>
<td>25</td>
<td>80</td>
</tr>
<tr>
<td>21</td>
<td>90</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison of proposed algorithms with previous algorithms.

Also, you can numerically compare the proposed method with other methods. In this evaluation, the number of relay nodes used in the network is investigated with increasing the number of sensor nodes. And these numerical parameters are given in the following table. As the results show, the proposed algorithm requires less number of relay nodes than the other two algorithms for using in the same number of sensor nodes. The number of relay nodes increases with increasing the number of sensor nodes, but when the number of sensor nodes reaches a certain number, the rate of increase in number of relay nodes decreases.
A novel algorithm for relay node assignment for wireless sensor networks was presented under the name of relay node deployment based on particle optimization algorithm. In fact, this algorithm is an appropriate locating method and a reduction in the number of relay nodes, which by using the power of the particle optimization algorithm attempts to reduce the overall cost of creating a network by reducing the number of relay nodes, as well as increasing the network lifetime. The focus of the research is to design an algorithm for providing a solution for placing relay nodes in hierarchical wireless sensor networks. In this research, a relay node algorithm is generated for all possible positions for relay nodes. Simulated particle optimization algorithms are designed to optimize positions. The goal is to find an acceptable solution. Three important goals are considered to maximize the lifetime and improve the performance of the WSN given. The goals are to minimize the number of relay nodes and minimize energy consumption, and maximize the connection degree between relay nodes and sensor nodes. The most important innovation in this research was the use of the meta-heuristic method of particle optimization algorithm in determining the of minimum possible numbers for the deployment of relay nodes as well as determining the optimal location of their placement, which has a significant effect on reducing the network cost and good connectivity. Another innovation of this research is in the type of using the particle optimization algorithm, which includes coding of the particles of the problem (relay node location solutions), the selection step, the definition of the fitness function, taking into account the stated objectives that are reflecting the number of selected optimal locations, as well as the connectivity function that was designed to rank the initial positions for k-connectivity. Another phase of the particle optimization algorithm which has an innovation is the step used to reduce the number of relay node deployment by removing the locations that have the lowest score (the highest value of the fitness function).

### 4. Discussion

In this research, a new algorithm for relay node placement in wireless sensor networks was presented under the name of relay node deployment based on particle optimization algorithm. In fact, this algorithm is an appropriate locating method and a reduction in the number of relay nodes, which by using the power of the particle optimization algorithm attempts to reduce the overall cost of creating a network by reducing the number of relay nodes, as well as increasing the network lifetime. The focus of the research is to design an algorithm for providing a solution for placing relay nodes in hierarchical wireless sensor networks. In this research, a relay node algorithm is generated for all possible positions for relay nodes. Simulated particle optimization algorithms are designed to optimize positions. The goal is to find an acceptable solution. Three important goals are considered to maximize the lifetime and improve the performance of the WSN given. The goals are to minimize the number of relay nodes and minimize energy consumption, and maximize the connection degree between relay nodes and sensor nodes. The most important innovation in this research was the use of the meta-heuristic method of particle optimization algorithm in determining the of minimum possible numbers for the deployment of relay nodes as well as determining the optimal location of their placement, which has a significant effect on reducing the network cost and good connectivity.

Another innovation of this research is in the type of using the particle optimization algorithm, which includes coding of the particles of the problem (relay node location solutions), the selection step, the definition of the fitness function, taking into account the stated objectives that are reflecting the number of selected optimal locations, as well as the connectivity function that was designed to rank the initial positions for k-connectivity. Another phase of the particle optimization algorithm which has an innovation is the step used to reduce the number of relay node deployment by removing the locations that have the lowest score (the highest value of the fitness function).

### 5. Conclusion

The simulation results of the proposed algorithm were presented to determine the optimum number and position of the relay node deployment based on the particle optimization algorithm. The capabilities of the proposed algorithm were shown in reducing the number of primary feasible conditions and thus reducing the cost of creating the network. According to the diagrams and simulation results, it was proved that the proposed algorithm is stable with respect to the changes more than a certain number of Sensor nodes and relay nodes and provide the minimum number of relay nodes for network coverage with proper connectivity. The results showed that the efficiency of the proposed algorithm has a good ability in determining the optimal relay locations and their minimum number.

Applying other useful parameters to determine fitness function, the use of the proposed method for clustering sensor nodes in communicating with relay node and the use of other methods and hybrid methods to determine the optimal number and position of the location of relay nodes (e.g by neural networks) are the main suggestions for the future studies.
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### Table 4

Comparison of proposed algorithm with previous algorithms

<table>
<thead>
<tr>
<th>Particle optimization algorithm</th>
<th>Greedy Number of relays</th>
<th>Recommended method of relay number</th>
<th>Number of sensor nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>25</td>
<td>18</td>
<td>50</td>
</tr>
<tr>
<td>25</td>
<td>27</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>26</td>
<td>26</td>
<td>22</td>
<td>150</td>
</tr>
<tr>
<td>29</td>
<td>28</td>
<td>25</td>
<td>200</td>
</tr>
</tbody>
</table>

### Conclusion

The simulation results of the proposed algorithm were presented to determine the optimum number and position of the relay node deployment based on the particle optimization algorithm. The capabilities of the proposed algorithm were shown in reducing the number of primary feasible conditions and thus reducing the cost of creating the network. According to the diagrams and simulation results, it was proved that the proposed algorithm is stable with respect to the changes more than a certain number of Sensor nodes and relay nodes and provide the minimum number of relay nodes for network coverage with proper connectivity. The results showed that the efficiency of the proposed algorithm has a good ability in determining the optimal relay locations and their minimum number.

Applying other useful parameters to determine fitness function, the use of the proposed method for clustering sensor nodes in communicating with relay node and the use of other methods and hybrid methods to determine the optimal number and position of the location of relay nodes (eg by neural networks) are the main suggestions for the future studies.


