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Abstract 

Nowadays, recommender systems support the online customers in their decision making and buying process. Whereas, the information in 

the web is increasing through continuous growing of the number of websites, recommender systems have to recommend the items with 

maximal matching to the users’ preference. Recommender systems are an active research topic in the data mining and machine learning 

fields. Data mining techniques have played an important role in the design and implementation of recommender systems. In this paper, an 

overview of the main data mining techniques used in the design and implementation of recommender systems is given. The relevant papers 

which have used the data mining techniques in the context of recommender systems are reviewed. We hope that this research helps 

researchers who are interested in developing recommender systems with an insight into its state-of-the-art methods. 
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1. Introduction 

During the last decade the amount of information 

available online increased exponentially and information 

overload problem has become one of the major challenges 

faced by information retrieval and information filtering 

systems. The solutions to overload information problems 

can be found in the field of information retrieval and 

information filtering, where search engines like Google and 

various text-retrieval applications have been developed to 

deal with the problem. Recommender systems are one of 

the solutions to the information overload problem (Nilashi 

et al., 2014a, Nilashi et al., 2014b). They address the 

problem of filtering information that is likely of interest to 

individual users. In addition, providing recommendations to 

users by reflecting their personal taste and convincing the 

users to trust and explore the given recommendations are 

the main objectives of a recommender. Successful 

application have been used on the Internet by electronic 

commerce (e-commerce) Websites like Amazon.com, that 

offer millions of products to its customers, and by 

communities in the entertainment domain like MovieLens, 

a research project that runs a Website where people can 

become members and receive recommendations for 

movies.  

Recommender systems have become an important and 

interesting research area since the coming out of the first 

research paper on Collaborative Filtering (CF) in the mid-

1990s (Resnick et al., 1994; Shardanand and Maes, 1995). 

Several studies show that using a recommender system can 

lead to increased sales volumes in the short and long term 

or help to increase sales diversity by directing customers to 

other parts of the available product catalog (Senecal and 

Nantel, 2004; Zanker et al., 2006; Fleder and Hosanagar, 

2007; Dias et al., 2008; Vahid et al., 2016). Although 

recently many different approaches and techniques to 

recommender systems have been developed, the interest in 

this area still remains high. This is because of growing 

demand for their practical applications, which are capable 

of dealing with information overload and to generate 

personalized recommendation to the users.  

 

1.1. Classification of Recommender Systems 

 

Recommendation systems predict items for users 

tailored to their preferences based on user-item interaction 

using either implicit or explicit information (Adomavicius 

and Tuzhilin, 2005). For an unseen item, reducing the time 

required to predict what rating a user would give is one of 

the main goals of the recommendation task. In addition, 

this can be to find a list of items that the user is most likely 

to enjoy. Explicit information is specific information 

provided by the user such as ratings or ranking. One of the 

most successful algorithms with this type of information in 

recommending items is CF (Nilashi et al., 2013; 

Bagherifard et al., 2013; Farokhi et al., 2016) which has 
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been implemented in online platforms by corporations such 

as TiVo, Amazon and Netflix (Linden et al., 2003). The 

premise of CF is that users who agreed in the past tend to 

agree in the future. CF-based recommender systems rely 

solely on product ratings provided by a large user 

community to generate personalized recommendation lists 

for each individual online user. The ratings provided by 

users for items are the key input to CF recommender 

systems. They present information regarding the quality of 

the item along with the preference of the user who shared 

the rating. The key to successful collaborative 

recommendation lies in the ability to make meaningful 

associations between people and their product preferences, 

in order to assist the end-user in future transactions. 

Similarities between past experiences and preferences are 

exploited to form neighbourhoods of like-minded people 

from which to draw recommendations or predictions for a 

given individual user. For example users who have liked or 

disliked the same items could be grouped together in a 

neighbourhood, or similarly items that have been liked or 

disliked by the same people could also be grouped together. 

CF algorithms can be divided into two categories, 

memory-based algorithms and model based algorithms 

(Adomavicius and Tuzhilin, 2005). Memory-based 

(heuristic-based) algorithms exploit the entire item-user 

database. A set of similar users are identified for the current 

user or active user, and rating predictions are generated 

based on ratings in the neighborhood of the current user. 

Memory-based CF is easy to implement and it is easy to 

add new data incrementally. In the memory-based category, 

the most popular non-probabilistic approach is the k-NN 

algorithm. Because heuristic-based approaches can make 

predictions based on the local neighbourhood of the active 

user, or can base their predictions on the similarities 

between items, these systems can also be classed into user-

based and item-based approaches. User-based CF has been 

the most popular and commonly used (memory-based) CF 

strategy (Konstan et al., 1997). It is based on the premise 

that similar users will like similar items. A user profile is 

collected and maintained for each user which records the 

items that he has consumed over time, and usually a 

corresponding set of ratings that judge how much he liked 

or disliked each item. In this manner, a model of the user’s 

preferences for different types of items is constructed. 

Sometimes other types of information pertaining to the user 

such as demographical information may also be collected in 

the user profile. One of the core challenges for user-based 

CF is the accurate identification of similarities between 

users based on their shared preferences. Sarwar et al. 

(2001) first proposed item-based CF as an alternative style 

of CF that avoids the scalability bottleneck associated with 

the traditional user-based algorithm. The bottleneck arises 

from the search for neighbours in a population of users that 

is continuously growing.  

In contrast to the heuristics that are based mostly on 

information retrieval methods, model-based 

recommendation techniques provide item recommendation 

by first constructing a model of user ratings for offline 

phase. For model based approaches, algorithms take 

probabilistic methods and envision the recommendation 

process as computing the expected value of a user 

prediction, given his or other users’ ratings on the rest of 

the items. The model building process is performed by 

different machine learning algorithms (Adomavicius and 

Tuzhilin, 2005; Breese et al., 1998). In addition, model-

based methods adopt an eager learning strategy for 

predicting or recommending content, where a model of the 

data, i.e. the users, items and their ratings for those items, is 

pre-computed (Adomavicius and Tuzhilin, 2005). 

Content-based approaches, also known as Content-

Based Filtering (CBF), to recommendation build on the 

conjecture that a person likes items with features similar to 

those of other items he liked in the past. According to 

Pazzani and Billsus (2007), generally, CB recommender 

systems: (1) construct  a user profile from rating 

information of each user on items; (2) identify like-minded 

users who rate items similar to a target user using a 

similarity function such as cosine similarity, Pearson 

correlation coefficient, or distance-based similarity; and (3) 

recommend Top-N items that like-minded users preferred 

after their ratings are predicted as an average weighted sum 

or adjusted weighted sum of ratings given on items 

identified by like-minded users.  

Data mining techniques, mathematical modeling techniques 

and software tools are used to find patterns in data. They 

use the patterns to build models. In the context of 

recommender systems applications, these techniques are 

used to build recommendation models from large data sets. 

Recommender systems that incorporate data mining 

techniques make their recommendations using knowledge 

learned from the actions and attributes of users. In this 

paper, we give an overview of the main data mining 

techniques used in the context of recommender systems. 

The relevant papers which have used the data mining 

techniques are reviewed in the context of recommender 

systems 

 

2. Data Mining Methods for Recommender Systems 

Recommender systems generally implement techniques 

and strategies from other neighboring areas such as 

Information Recovery (IR). However, most of methods 

keep in their nucleus an algorithm that can be recognized as 

a particular case of a data mining technique that is the 

process of analyzing data from different perspectives and 

summarizing data into useful information. The procedure of 

data mining generally includes 3 steps, performed in 

sequence: Data Preprocessing, Data Analysis, and Result 

Interpretation. Fig. 1 demonstrates main steps and methods 

in a data mining problem successively (Ricci et al., 2011). 
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Fig. 1. Main steps and methods in a data mining problem 

 

2.1. Data Preprocessing 

The real-world data before can be preprocessed by 

machine learning techniques needs to be preprocessed in 

the analysis stage. Unprocessed data is not useful in the 

analysis stage as it may be incomplete: lacking attribute 

values, lacking certain attributes of interest, or containing 

only aggregate data; Noisy: containing errors or outliers; 

and, Inconsistent: containing discrepancies in codes or 

names. 

Therefore, a task in data preprocessing step basically 

includes (Pyle, 1999): Data cleaning; Data integration; Data 

transformation: normalization and aggregation; Data 

reduction; and, (5) Data discretization. For designing a 

recommender system, mainly three principal ways for 

preprocessing data are considered that are distance 

measures and similarity, sampling and dimensionality 

reduction. 

Distance and similarity metrics. Distance and 

similarity metrics are used to solve many problems in 

retrieval and pattern recognition such as classification and 

clustering. Distance measures are extensively used in 

similarity estimation of two features. In recommender 

systems the classification method such as k-NN algorithms, 

as a well-known classifier, is highly reliant on defining a 

proper distance measure for similarity estimating.  

The similarity function is analogous to the distance 

function because the larger values indicate the higher 

similarity (Cohen et al., 2003). Accordingly, the similarity 

function equals to: 
1

Similarity
Distance

  (1) 

Depends on the nature of data, many distance and 

similarities measures for data analysis have been formed 

which are based on two features identified by non-zero 

vectors   . . . . . l nx x x  and    . . . . . l ny y y  from 
nR . 

Deza and Deza (2009) comprehensively introduced the 

distance and similarity metrics for different types of data 

such as binary and numeric. The methods for measuring 

similarity are continually growing and already numbered 

more than sixty types, such as inner product, Dice 

coefficient, cosine coefficient, Jaccard coefficient, and 

overlap coefficient. Some binary feature vector similarity 

measures have been enhanced and optimized by researchers 

(Cha and Tappert, 2006; Cha and Tappert, 2003) and some 

researchers (Baroni-Urbani, and Buser, 1976; Choi, 2008) 

have conducted studies for examining binary distance and 

similarity metrics and also comparative studies provided 

the wide variety of binary similarity measures (Hubalek, 

1982; Jackson et al., 1989; Tubbs, 1989; Willett, 2003; 

Zhang and Srihari, 2003). 

In the following, we introduce some of the most 

important similarity measures which are used in the 

recommender systems context, especially in the CF. 

Cosine Similarity. Usually cosine similarity metric is 

used to estimate the similarity between two objects (e.g. 

object a and b) in information retrieval. The objects are in 

the shape of two vectors  ax  and bx  and calculating the 

Cosine Vector (CV) (or Vector Space) similarity between 

these vectors indicate the distance of them to each other 

(Billsus and Pazzani, 1998; Billsus and Pazzani, 2000; 

Lang, 1995). The cosine similarity between two objects T1 

and T2 is then calculated as (see Fig. 2):  

2 2
1 2 2 2

1 2

.
cos ( , )

|| || * || ||

T T
T T

T T
  

(2) 

In the context of item recommendation, for computing user 

similarities, cosine similarity measure can be employed in 

which a user u indicates vector | |I

ux R  where  ui uix r  

if user u has rated item i and for unrated item considers 0. 

The similarity between two users u and v would then be 

calculated as: 

2 2
( , ) cos( , ) uv

ui vi

u v

ui vi

i I

a b

i I j I

r r

CV u v X X
r r



 

 



 

 
(3) 

where uvI  once more indicates the items rated by both u 

and v. A shortcoming of this measure is that it does not 

examine the differences in the mean and variance of the 

ratings made by users u and v. 

 

Distance Measures 

Data  

Preprocessing Analysis Interpretation 

Dimensionality Reduction (PCA, SVD, HOSVD) 

 

Sampling Association Rule Mining 

Prediction (Classification, Regression) 

Clustering 
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Fig. 2. Cosine similarity. 

 

 

Cosine similarity is calculated on a scale between -1 and 

+1, where -1 implies the objects are completely dissimilar, 

+1 implies they are completely similar and 0 implies that 

the objects do not have any relationship to each other. 

In prior researches, vector similarity has been proven to 

work well in information retrieval (Salton and Buckley, 

1998) but it has not been found to carry out as well as 

Pearson’s similarity approach for user-based CF (Breese et 

al., 1998). 

Table 1 shows an example of rating matrix. The 

similarity between two users u and v would then be 

calculated as: 
 

Table 2  

An example of rating matrix. 

 
 A B C D E 

      User 1 4 3 ? 5 ? 

User 2 4 5 5 ? ? 

User 3  5 ? 4 3 4 

User 4  5 5 ? 3 2 
      

,1 ,1 ,4 ,4

2 2 2 2 2 2 2 2 2 2 2 2

,1 ,4 ,5 ,1 ,4 ,5 ,1 ,4 ,5 ,1 ,4 ,5

,5 ,5

2 2 2 2 2 2

,1 ,4 ,5 ,1 ,4 ,5

( 3, 4)

5 5 3 3 4 2
0.96

3850 38 50 38 50

a b a b

a a a a a a a a a a a a

a b

a a a a a a

R R R R

R R R R R R R R R R R R

Sim User U

R R

R R R R R

ser

R

 
       





  
   

 

 

Pearson Correlation. Pearson Correlation (PC) is a 

well-known metric that compares ratings where the effects 

of mean and variance have been eliminated is the Pearson 

Correlation (PC) similarity: 

 

,

2 2

( )( )

( , )
( ) ( )

uv

uv uv

uu i vi v

i I

ui u vi v

i I i I

r r r r

PC u v
r r r r



 

 


 



 

 
(4) 

 

In addition, for acquiring the similarity between two 

items i and j the ratings given by users that have rated both 

of these items is compared: 

2 2

( )( )

( , )
( ) ( )

ij

ij ij

i jui uj

u U

ui i uj j

u U u U

r r r r

PC i j
r r r r



 

 


 



 

 
(5) 

Spearman’s Correlation Coefficient. Spearman’s 

correlation coefficient is a rank coefficient that independent 

of the actual item rating values, estimates the difference in 

the ranking of the items in the profiles. First user’s list of 

ratings is turned into a list of ranks, where the user’s 

highest rating takes the rank of 1, and tied ratings take the 

average of the ranks for their spot (Herlocker et al., 2002). 

Herlocker et al. (1999) showed that Spearman’s performs 

similarly to Pearson’s for user-based CF. 

 

, ,

2 2

, ,

( )( )

( , )
( ) ( )

a ba i b i

i I

a i a b i b

i I i I

r r r r

SRC i j
r r r r



 

 


 



 

 
(6) 

The Spearman Correlation Coefficient for user-user 

similarity between two users a and b have been represented 

in Eq. (6). It is declared regarding the set of all co-rated 

items (I) that 
,a ir

 
and 

,b ir  indicate rank each user gave to 

each item i and ar  and br  finally indicate each user’s 

average rank. Once again, the correlation is measured on a 

scale between -1 to +1 where, -1 implies the objects are 

completely dissimilar, +1 implies they are completely 

similar and 0 implies that the objects do not have any 

relationship to each other. 

Adjusted Cosine Similarity. To overcome the 

shortcoming of standard cosine similarities metric for item-

based CF that does not take individual users’ rating scales 

into account, adjusted Cosine similarity method was 

presented by Sarwar et al. (2001). After calculating the 

similarity between two items i and j, by subtracting the 

user’s average rating from each co-rated pair, the adjusted 

metric compensates result. The formula seems similar to 

the Pearson coefficient for item similarities but it considers 

user average rather than the item average that is subtracted 

from each co-rated pair. Eq. (7) represents the similarity 

between items i and j. 

, ,

2 2

, ,

( )( )

( , )
( ) ( )

u uu j u j

u U

u i u u j u

u U u U

r r r r

Sim i j
r r r r



 

 


 



 

 
(7) 

Example: 
T1 = 2W1 + 3W2 + 5W3 
T2 = 3W1 + 7W2 + W3 

cos Ɵ  = T1·T2 / (|T1|*|T2|)= 0.6758 

Ɵ  
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Mean Squared Difference (MSD). For estimating the 

similarity between two users u and v MSD mature is 

applied as the reverse of the average squared difference 

between the ratings made by u and v on the same items 

(Shardanand and  Maes , 1995): 

2
( , )

( )
uv

uv

ui vi

i I

I
MSD u v

r r





 
(8) 

While it could be modified to compute the differences 

on normalized ratings, the MSD similarity compared to PC 

similarity has one shortcoming that it does not capture 

negative correlations between user preferences (Gorii et al., 

2007). 

The Jaccard coefficient. The Jaccard coefficient is a 

measure for calculating the similarity between two users 

with binary profiles, i.e. ratings are not taken into account. 

Eq. (9) shows Jaccard for the similarity between two users 

u and v, determined by the profile intersection as a fraction 

of the profile union that values range between 0 and 1 are 

result of this measure, where 0 indicates there is no 

similarity and 1 indicates there is perfect similarity.  

( , )
U V

Sim u v
U V





 (9) 

Conditional Probability-based Similarity. Karypis 

(2001) proposed the conditional probability-based metric as 

a similarity metric for item-based collaborative filtering 

Top-N recommendations. The similarity between two items 

i and j is simply the probability of purchasing (rating) one 

given that the other has already been purchased. Thus the 

probability of purchasing a given that b has been purchased 

is determined as the number of users that purchased both 

items divided by the total number of users that purchased b. 

Note that this metric gives asymmetric similarities  since 

(    | |P i j P j i  ). The similarity of i to j is given in Eq. 

(10) as: 

( , )
( , ) ( | )

( )

freq i j
Sim i j P i j

freq j
   (10) 

According to the Deshpande and Karypis (2004), one of 

the shortcomings of an asymmetric metric is that each item 

tends to have high conditional probabilities with regard to 

the most favoured items. To solve this shortcoming, the 

following form of the conditional probability is presented 

in (Deshpande and Karypis, 2004): 

, 0
,:

( , ) ( | )
( ), ( ( ) )

u b
u bu R

R
Sim a b P a b

freq a freq b 


 


 (11) 

where  0,  1   and  freq a  indicates the number of 

users that have a transaction on  item in the training data, 

and R(u, b) is the (u, b) element in the normalized i user-

item matrix. Clearly a number of different metrics have 

been tested as appropriate similarity metrics for CF. 

Sometimes the choice is defined by the associated profile 

data, for example if there are no numeric ratings and user 

preferences are binary then clearly a metric like Jaccard 

needs to be used. In general, the Pearson correlation 

coefficient is the measure of choice for user-based CF 

rating prediction, while the adjusted cosine measure is the 

measure of choice for item-based CF rating prediction. The 

Jaccard coefficient has performed best in our 

experimentation as the similarity metric for user-based 

collaborative Top-N recommendation, while Karypis 

(2001) propose using two different similarity metrics for 

item-based Top-N recommendation, the scaled cosine 

similarity and the conditional probability based similarity, 

both of which he found performed well with the conditional 

probability-based metric performing slightly better 

Generally, the implementation of recommender systems 

by nearest neighbor algorithm has been very successful. 

But, there are some potential challenges such as Sparsity 

and Scalability. The problem of Sparsity influences the 

accuracy of recommendation systems. Although, 

commercial recommendation systems have large item sets, 

even active customers may have purchased well under 1% 

of the items. Accordingly, a recommendation system based 

on nearest neighbor selected from the customers may be 

unable to make effective item recommendations for a 

particular customer. As a result, the accuracy of 

recommendations may be poor. In addition, there exist 

many items and users in the dataset of recommender 

systems. Hence, finding the nearest neighbor requires 

computation for both the users and the items. This takes so 

much time with the millions of customers and items, a 

typical item and user-based recommender system will 

suffer serious Scalability problems. 

As an example, in the cosine-based similarity method, 

suppose the rating item of the user is denoted by
ijR . Items 

that the users do not rated are zero ( 0ijR  ). Then,  

0

0

ij ij

ij

r r
R

otherwise


 


 (12) 

 

where 
ijr  is the rating of user i on item j. 

ijR
 
equals to 

ijr ,
 
if the user i rates the item j, else 

ijR  equals to zero. 

This may alleviate the Scalability problem and enhance 

computational performance, however, in the case of the 

extreme sparsity of the items and the greatness of the 

quantity, the reliability of the assumption is poor. Because, 

in practice, the preference of the users is different for un-

rating items and they cannot be the same rating, i.e., zero. 

Adjusted cosine similarity also has this problem. 

In the correlation-based similarity methods, considering 

iu as item set rated by the user I and 
ju  the item set rated 

by the user  j, the intersection of items rated both by user i 

and user j is then 
i ju u . In common sense, the similarity 

between two users iu
 
and 

ju  is high similarity when users 

have rated items very close for the two users. When the 

rating items are very sparse, the item set that both rated by 

the two users are very small, only one or two items. In this 

situation, even the two users have very high similarity; we 

cannot say they are similar actually. This method also has 

some deficiency. In addition, the traditional similarity 

measure cannot measure the similarity between the users 

effectively when the rating data are extremely sparse. This 
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resulted in the inaccurate neighbors and the decrease of the 

recommender accuracy. 

 

2.2. Sampling 

 

Sampling is one of the necessary steps in data mining 

for selecting a part of appropriate information from a huge 

data set. Sampling is performed to create the abstraction of 

complicated problem as well as to obtain a sub set from a 

larger data set. 

Two characteristics should be considered for the worthiness 

of the sample from the entire database which are the size 

and quality of the sample. The significance of sample size 

is rather easy to understand and the quality sample for one 

problem may not be a quality sample for another problem. 

Computationally, the sampling process is too expensive and 

may this process be considered. Basically, several 

advantages have been considered for sampling (George et 

al., 1996): 

(1) Greater economy: sampling can be applied as a tool 

for reducing the cost of maintaining data and also can be 

useful tool for reducing I/O costs as well as for data 

cleansing; (2) Reliability: usually it is not necessary to 

collect data about the entire environment for forming 

reliable generalizations under consideration and therefore 

samples may be more accurate and useful for a researcher 

in calculating the example of special problem; (3) Alleviate 

constraints in data collection: Data collection usually faces 

severe constraints in terms of, time, cost and effort and the 

sampling is a significant process to face these constraints; 

(4) Because the generalized samples is acquired by proper 

sampling methods from the entire database, therefore little 

information is lost; and (5) Greater scope: sampling has a 

greater opportunity regarding the wide range of information 

by keeping the quality and accuracy. 

Generally, 7 groups of sampling have been studied as 

weighted, stratified, cluster, sequential, proportional, 

simple random, and multi-stage sampling (Saar-Tsechansky 

and Provost, 2004; Bryan et al., 2002; Chen et al., 2002; 

Scheffer and Wrobel, 2002; Palmer and Faloutsos, 2000; 

Srinvasan, 1999; Leung  and Chen, 1999). 

For example, simple random sampling chooses n samples 

tuple-by-tuple by forming random numbers between 1 and 

N from a population of size N. Systematic sampling is a 

random sampling technique which is more used by 

researchers for its simplicity and its periodic quality. 

Algorithms of simple random and systematic sampling are 

shown in the following. In these algorithms, Fin indicates 

the input from population of N tuples and outF  refers the 

selected samples as the output. 

Furthermore, sampling as a usual task has been 

considered in many applications efforts to recommendation 

systems for assessing and choosing recommender systems 

algorithms. Some studies have been conducted on 

network/graph and sub-graph sampling that deal with 

sampling from a set of graphs and sub-graph as a 

population (Erdos et al., 1959; Erdos et al., 1960; 

Capobianco, 1982). 
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In the experimental analysis of the implemented 

recommender systems, often a subset of the entire user-

item interaction data derived is used by including all 

transactions associated with a subset of random selected 

users. In addition, almost in all cases, datasets used in the 

literature are also samples of a population data. Although, 

applying the sample data has long been a standard practice, 

however no formal study has been considered on sampling 

of the recommendation data. Fig. 3 shows a sample of user-

item interaction matrix, user-item graph and projected 

user/item graphs. As can be seen in Fig. 3,  ,  ,  ( )G C P E  

implies bipartite graph with the user node set C, item node 

set  1,  , ,NP p p  and edge set  ,{ }.i jE c p    In 

this context, finding a sampling method for producing a 

sub-graph of G to provide best ratio among levels in sample 

size is a recommendation sampling problem. 

 
Fig. 3. A sample of user-item interaction matrix, user-item graph and 

projected user/item graphs 

 

2.3. Dimensionality Reduction 

 

Dimensionality reduction is an interesting alternative to 

feature selection. Similar to feature selection, it provides a 

low-dimensional representation of the data which can then 

be used as input for supervised or semi-supervised machine 

learning techniques. The low dimensional representation of 

the data also can be used in the unsupervised machine 

learning techniques such as clustering. Unlike feature 

selection, dimensionality reduction preserves information 

from all the original input variables. In fact, if the data 

indeed lies on a low-dimensional manifold, it may preserve 

almost all of the original information while representing it 

in a way that simplifies learning. Dimensionality reduction 

techniques are also used for visualizing the projected data 

(two or three dimensions at a time) so as to better 

understand it. They make new entities as combinations of 

the original entities in order to decrease the dimensionality 
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of a dataset. Rather than choosing a subset of the features, 

these techniques aim at reducing the dimension by keeping 

the originality with a lower dimension and redundancy is 

removed. In addition, selection of an appropriate structure 

for storage and analysis of complex datasets is vital in the 

design of data mining and machine learning experiments. 

In some situations, it is advantageous or even necessary to 

apply the dimensionality techniques for reducing the data to 

a reasonable size while retaining the appropriate nature of 

the original information. Furthermore, dimensionality 

reduction techniques help to eliminate noisy and irrelevant 

terms. As a result, savings in computational resources, 

storage, and memory requirements could be achieved. Fig. 

4 demonstrates dimension reduction as a pre-processing 

stage. 

 

 
 
Fig. 4. Dimension reductions as a pre-processing stage 

 

Many learning algorithms perform poorly in a high 

dimensional space given a small number of learning 

samples. Often some features in the data set are just “noise” 

and thus do not contribute to (and sometimes even degrade) 

the learning process. This difficulty in analyzing data sets 

with many features and a small number of samples is 

known as the curse of dimensionality. Dimensionality 

reduction can circumvent this problem by reducing the 

number of features in the data set before the training 

process. This can also reduce the computation time, and the 

resulting classifiers take less space to store. Models with 

small number of variables are often easier for domain 

experts to interpret. Dimensionality reduction is also 

invaluable as a visualization tool, where the high 

dimensional data set is transformed into two or three 

dimensions for display purposes. This can give the system 

designer additional insight into the problem at hand. The 

main drawback of dimensionality reduction is the 

possibility of information loss. When done poorly, 

dimensionality reduction can discard useful instead of 

irrelevant information. No matter what subsequent 

processing is to be performed, there is no way to recover 

this information loss. 

For handling data which is inherently linear in nature, 

linear dimensionality reduction techniques such as Singular 

Value Decomposition (SVD) (Gao and Zhang, 2005; 

Castelli, 2003), Principal Component Analysis (PCA) 

(Hotelling, 1933; Pearson, 1901), Linear Discriminant 

Analysis (LDA) (Hastie, 2001; Duda, 2001; Fukunaga, 

1990), Non-negative Matrix Factorization (NMF) (Lee and 

Seiing, 1999; Lee and Seiing, 2000; Lee and Lee, 2001; 

Guillamet and Vitria, 2002; Guillamet et al., 2003; Pauca et 

al., 2004), Independent Component Analysis (ICA) 

(Comon, 1994; Bell and Sejnowski, 1995; Hyvarinen, 

1999) are used. Whereas, for handling nonlinear data with a 

certain type of topological manifold, nonlinear techniques 

such as Locally Linear Embedding (LLE) (Roweis and 

Saul, 2000) and Self-Organizing Map (SOM) (Kohonen, 

1990; Villmann, 1997), Higher Order SVD (HOSVD), and 

Isometric Feature Mapping (ISOMAP) (Tenenbaum et al., 

2000) are used. 

Dimensionality reduction techniques have been 

extensively applied for solving many problems in the 

recommender systems field. They help to overcome the 

problems by transforming the original high-dimensional 

space into a lower-dimensionality. They have demonstrated 

to be effective in overcoming the major problems such as 

sparsity and scalability problems in recommender systems 

(Nilashi et al., 2014b; Nilashi et al., 2014c). In the 

following, we introduce some well-known dimensionality 

reduction techniques.  

 

2.3.1. Singular Value Decomposition (SVD) 

 

The Singular Value Decomposition (SVD) of a real 

matrix n×nA  is a very powerful computation tool 

for solving many problems in numerical linear algebra. 

From the theoretical point of view, it is also used in 

numerical analysis as a decomposition that reveals 

important information about the matrix and the problem it 

is involved with.  The mathematical background of SVD is 

provided as follows (Gao and Zhang, 2005; Wall et al., 

2003; Cichocki et al., 2009). 

Given an N M  matrix N MA R   of rank  ,r min N M , 

the SVD states that there exist orthogonal matrices 
N NU R   and M MV R   such that A is factored in the form: 

'A U V    (13) 

where N MR   is an N M  diagonal matrix, partitioned in 

the form: 

0

0 0

r 
  

 

  (14) 

with 
r  a square diagonal matrix in

r rR 
: 

  

1 2 , ,  . . . ,(       )r rdiag       (15) 

with positive diagonal entries called the singular values 

of A and arranged in decreasing order: 

1 2 · · ·  0r        (16) 

SVD has been used as the key element of many CF 

techniques (Sarwar et al., 2000; Sarwar et al., 2002; Shlens, 

2005; Canny, 2002; Koren, 2008; Sarwar et al., 2000; 
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Sarwar et al., 2002; Shlens, 2005; Canny, 2002; Koren, 

2008; Adomavicius and Tuzhilin, 2005; Koren et al., 2009; 

Sarwar et al., 2000; Schafer et al., 2001) to improve the 

recommendation quality. In GroupLens, SVD has been 

applied in at least three distinct cases, which are: (i) in an 

approach which reduces the dimensionality of the user–

item space and forms predictions in the reduced space, 

never building explicit neighborhoods during that 

procedure (Billsus et al., 1998), (ii) in an approach that 

generates a user neighborhood in the SVD reduced space 

and then applies normal User-based CF (Sarwar et al., 

2000), and (iii) in an approach that aims at increasing the 

scalability by applying folding-in for the incremental 

computation of the user–item model (Sarwar et al., 2001). 

In (Sarwar et al., 2000), authors used SVD to reduce the 

dimensionality of recommender system databases in 

producing Top-N lists based on a real-life customer 

purchase database from an e-commerce site. 

Billsus and Pazzani (1998) utilized SVD in order to 

formulate CF as a classification problem. In their work, 

they reduce the dimensions of a data matrix SVD before 

they feed it into an Artificial Neural Network (ANN). 

In (Ariyoshi and Kamahara, 2010), authors proposed a 

hybrid information recommendation method using SVD to 

reduce the data size for time complexity improvement. The 

proposed method combined two reduction steps in reducing 

the number of documents used on the basis of the users' 

rating pattern and reducing the number of terms used on the 

basis of the term frequency pattern of these reduced 

documents. In (Kim and Cho, 2003), authors proposed a 

recommendation methodology, called Web usage mining 

driven collaborative filtering recommendation methodology 

using SVD (WebCF-SVD), to address the sparsity and 

scalability problems of CF-based recommender systems.  

Fig. 5 shows the general procedure of SVD for 

dimensionality reduction in User-Item matrix in 

recommender systems that A implies the rating matrix of 

user to items, U refers to user concepts matrix, S indicates 

singular values and V’ that is a reprehensive of item 

concepts. Therefore, using SVD algorithm, it is possible to 

convert a given matrix A into TA USV . 

Accordingly, we can decompose the matrix A with rank 

r using SVD. By considering the matrix A with rank k we 

obtain the matrix B using Eq. (2) that gives the 

approximation of A based on arbitrary k. 

Example 1: Using SVD, we can decompose the matrix 

A and get an appropriate approximation by considering two 

dimensions. Also in recommendation context, the user-item 

matrix for example in Table 3 with dimension 4×6 can be 

reduced in two dimensions (see Fig. 6) to get latent 

relationships between its objects. 

 
 
Fig. 5. Illustrating the basic SVD theorem 
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Table 3 

Ratings of user-item 

 
 User 1 User 2 User 3 User 4 

Item 1 5 5 0 5 

Item 2 5 0 3 4 
Item 3 3 4 0 3 

Item 4 0 0 5 3 

Item 5 5 4 4 5 
Item 6 5 4 5 5 
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Fig. 6. 2-Dimensional space of applying SVD for users and items 

 

The SVD approach can approximate the missing rating 

values based on the matrix factorization 
1/2 1/2 'ˆ( ( ) .( ) ))k k u k k ir U S S V . To do so, the following steps need 

to be performed by an example to estimate an unknown rating 

to the active user. 

Let  

  ,m n

ijY a R
 
be a user-item matrix that contains the users’ 

ratings  1 2  ,  ,   ,  mU u u u   to the items 

 1 2  ,  ,   ,  nU i i i  .The goal is to predict unknown 

ratings in this matrix. 

Step 1: The user-item matrix 
,m nR  with raw data is converted 

to the  dense matrix 
,m nD . 

Step 2: Matrix 
,m nD is normalized using Z-score to the matrix 

,m nZ  by  

ij ij

ij

j

D D
Z




  ,  

where 
jB and 

j indicate average value and standard 

deviation (SD) for the ratings in the 
jB  , respectively. The 

jB is calculated by:  

 
1

1 m

j iji
B B

m 
  , 2 2

1

1
( )

1

m

j ij j

i

B B
m




 



 

Step 3: The SVD method is applied on Z. 

Step 4: An approximation of Z is calculated as 
dZ . 

Step 5: Pij is calculated based on ( )j

j d ijB Z . 

 

Example: Considering the user-item matrix R, we have: 
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It should be noted that the precision of the estimated 

ratings is strongly dependent on the dimension of the 

decomposed matrices.  

 

2.3.2. Higher Order SVD (HOSVD) 

 

To represent and recognize high-dimensional data 

effectively, the dimensionality reduction is conducted on the 

original dataset for low-dimensional representation. Visualizing, 

comparing and decreasing processing time of data are the main 

advantages of dimensionality reduction techniques. SVD and 

HOSVD are two powerful techniques of the dimensionality 

reduction for matrix and tensor decomposition, respectively. 

The SVD of a real matrix n×nRA  is a very powerful 

computation tool for solving many problems in numerical linear 

algebra. From the theoretical point of view, it is also used in 

numerical analysis as a decomposition that reveals important 

information about the matrix and the problem it is involved 

with. HOSVD proposed by De Lathauwer et al. (2000) is a 

generalization of the SVD that can be applied on tensors. In 

many applications, involving tensor data the objective is to 

compute low-rank approximations of the data for modeling, 

information retrieval and explanatory purposes. These 

approximations are usually expressed in terms of tensor 

decompositions. In the following, we explain the tensor 

decomposition for HOSVD in 3rd and 4th order tensors. 

 

Definition 1 (Unfolding). The mode-n unfolding of tensor 
I ×I ×...×I
1 2 NA R  is denoted by X(n) and arranges the mode-n 

fibers into columns of a matrix. More specifically, a tensor 

element (
1, 2 N
i  i , ..., i ) maps onto a matrix element (

ni , j ), where 

 

p p
p n

p-1
p

m
m n

j = 1+ (i -1)j , with

1, if p = 1 or if p = 2 and n = 1,

J =
I otherwise












 

(17) 

 

For a tensor of order N = 3 (see Fig. 7), we have 3 modes n 

= 1, 2, 3, and for a tensor of order N = 4 we have 4 modes and 

so on. The n-mode fibers are the columns of the n-mode 

unfolded matrix. The flattening of a tensor A  in its n-mode is 

symbolized by the matrix X(n). For example, for a tensor of 

order N = 3, by fixing the n-th index to some value j, there 

exist three matrix unfolding as (De Lathauwer, 2004): 

 

3

3 1 1

1 2

2

2

3    1 ,
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( ) 1 .

j i i I
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:

:
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(18) 

 

 
Fig. 7. Unfolding of a third-order tensor. 

 

Definition 2 (Frobenius-norm). The Frobenius-norm of a 

tensor A  of size I  J  K is defined by Eq. (19).  
1/ 2

I J K
2

ijkF
i=1 j=1 k=1

tA
 

  
 
  (19) 

The Frobenius-norm can be interpreted as a measure for 

the “size” of the tensor. The square of this norm can be seen 

as the “energy” in the tensor.  

Definition 3 (Rank). The rank of a tensor can be defined 

as the minimal number of terms when expressing a tensor as a 

sum of rank-one tensors. The second way to define a rank of a 

tensor is given by the dimension of the subspaces spanned by 

the different n-mode vectors. Given an order n tensor A  we 

write 

Rank( A ) = (
1 nr , ...,r ),  ( )dim(span(A ))i

ir        (20) 

where A(i) is the matricization of A  along mode i .  

This is called the multilinear rank of a tensor. For tensors in 

general the ranks 
ir  are different.  The approximation problem 

of an order three tensor 
I ×I ×I
1 2 3A R  is stated  

min ,
B

A B-  Rank B = ( )1 2 3r ,r ,r  (21) 

Assuming the rank constraint on B , we can decompose 

 .,A S U,V W  where 1I×r
RU , 2J×r

RV , 3K×r
RW  

have full column rank and 1 2 3r ×r ×r
S R . 

Definition 4. Every complex ( )I J K  -tensor X  can be 

written as the product ( ). ,X S U,V,W
 

where I×IRU , 
J×JRV , K×KRW , are orthogonal matrices, and the tensor 
I×J×KS R  is all-orthogonal and we have  
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S(1,:,:) S(2,:,:) ... 0,

S(:,1,:) S(:,2,:) ... 0,

S(:,:,1) S(:,:,2) ... 0,

  

  

  

  

which are the 1-mode, 2-mode, and 3-mode singular 

values, also denoted (1) (2) (3)

i i iσ ,σ ,σ . The tensor S  in the 

HOSVD is in general full and not sparse or diagonal as Σ  (a 

matrix contains of singular values) in the SVD of a matrix. 

But the all-orthogonality concept is still valid in matrix SVD. 

The HOSVD is an important result both for analysis and 

applications with tensors since it gives an ordering of the basis 

vectors in U, V and W. In fact truncating the HOSVD, i.e. 

taking the first r1, r2 and r3 columns from U, V and W, 

respectively and correspondingly truncating S , will give a 

good approximation of A . 

Similarly, the HOSVD represents a 4th-order tensor 
I ×I ×I ×I1 2 3 4

A R  as a product of another fourth-order tensor with 

four unitary matrices of sizes j jI × I , respectively. In this 

case, the decomposition of the fourth-order tensor is given by 
(1) (2) (3) (4)

1 2 3 4× × ×

3 41 2 I II I
(1) (1) (1) (1)

ijkl mnpq im jn kp lq

m=1 n=1 p=1 q=1

A S

A S U U U U

  



U U U U

 (22) 

The matrices U
(1)

, U
(2)

, U
 (3)

 and U
(4)

 are the matrices 

containing the left singular vectors of the four matrices that 

one can obtain by attending the tensor A  (Kolda and Bader, 

2009). In other words, U
(n)

 is obtained via the SVD of X
(n)

, the 

n-mode matrix unfolding of the tensor A  is defined as : 

 

(n) ( ) ( ) ( )= × ×n n n TX U Σ V  (23) 

where U
(n)

 and V
(n)

 are the left and right side matrices of 

singular vectors, respectively. The matrix ( )n
Σ  represents the 

diagonal matrix containing the singular values of X
(n)

. Since 

U
(1)

, U
 (2)

, U
 (3)

 and U
 (4)

 are orthogonal, the core-tensor S  can 

be easily estimated via the following expression: 
(1) (2) (3) (4)

1 2 3 4× × × ,
T T TTS A  U U U U  (24) 

where ( )i T
U  denotes the complex conjugate transpose of 

( )i
U . The core-tensor S  plays a role similar to that of the 

matrix of singular values Σ  in the SVD. In fact, one can 

reduce the rank of the tensor by truncating the core tensor. 

However, the definition of rank for tensors is not as 

straightforward as for matrices. There are several definitions 

of “rank” (Kolda and Bader, 2009). The truncated HOSVD is 

defined as a multi-rank approximation. Or symbolically, if 

rank (D
(j)

) = Ij , j = 1, 2, 3, 4, then A  has rank-(I1, I2, I3, I4). 

The truncated HOSVD consists of the representation of the 

4th-order tensor 1 2 3 4I ×I ×I ×I
A R  by the product of four unitary 

matrices 
 1

U , 
 2

U , 
 3

U  and 
 4

U  of sizes j j j jI × R ,R < I , 

respectively, and a small core-tensor 1 2 3 4R R R R
S R

  
 . 

(1) (2) (3) (4)

1 2 3 4U × U × U × UA A S =  (25) 

We denote A  the rank-reduced approximation of tensor 

A . Clearly, the matrices ( )n
U , n = 1, 2, 3, 4 contain the first 

Rn left singular vectors of the unfolded matrix D
(n)

. 

With above explanations, we can define HOSVD in 

Algorithm 1 (Kolda and Bader, 2009). 

Algorithm 1: Procedure for decomposing tensors via HOSVD 

Input dth-order tensor 1 ...
, ( ) [1, ] ...[1, ]d

1 d

I I

1 dX pruning tuple m ,...,m I I
 

    

Output dth-order tensor 1 ...
, ( )dI I

1 dX asthebest rank m ,...,m approximationto X
 

   

Unfolding 

For i=1, …, d 

    Compute the unfolding  ( )  iA of X  

End 

Matrix SVD 

For i=1, …, d 

    Compute the SVD       ( ) ( ) ( ) ( )  T

i i i iA U Σ V  

End 

Pruning 

For i=1, …, d 

    ( ) ,1 ,: [ ,..., ]
ii i i mu uW  where ui,1 column vectors of Ui 

End 

Core tensor Compute  (1) (2) ( )

1 2 .: ..
T T Td

dS X     W W W  

Approximation Compute  (1) (2) ( )

1 2: ... d

dX S    W W W  
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HOSVD is a robust method for dimensionality 

reduction. It is flexible to choose different for column in 

different mode of a tensor. The size of the data goes down 

to 
1 2 3 1 1 2 2 3 3r r r I r I r I r    from 

1 2 3I I I  , and if 
1 2 3  r r r   

the size of the data goes down to  3

1 2 3r r I I I   . If we 

flat the tensor into a I1×I2I3 matrix, the size of the data only 

goes down to  2

1 2 3 R R I I I   . 

In the field of recommender systems, some 

recommendation models, which use three dimensional 

tensors for recommending music, tags and objects, have 

been proposed. Recommender models, using HOSVD for 

dimension reduction, have been proposed for 

recommending personalized music (Ruxanda and 

Manolopoulos, 2008), Tags (Symeonidis et al., 2008; 

Rashidi et al., 2015) and multi-criteria CF (Nilashi et al., 

2014b). Symenonidis et al. (2008) introduced a 

recommender based on HOSVD where each tagging 

activity for a given item from a particular user is 

represented by value 1 in the initial tensor, all other cases 

are represented with 0. 

In the area of Personalized Web Search, Sun et al.  

(2005) proposed CubeSVD to improve Web Search. Xu et 

al. (2006) used HOSVD to provide item recommendations. 

Thus, they compared their work with a standard CF 

algorithm, without focusing in tag recommendations. In 

(Leginus et al., 2012), authors utilized clustering techniques 

for reducing tag space that improves the quality of 

recommendations and also the execution time of the 

factorization and decreases the memory demands. Their 

proposed method is adaptable with 3rd order tensor 

decomposition methods such as HOSVD. They also 

introduced a heuristic method to speed-up parameters 

tuning process for HOSVD recommenders. Symenonidis et 

al. (2009) developed a recommender based on HOSVD 

where each tagging activity for a given item from a 

particular user is represented by value 1 in the initial tensor, 

all other cases are represented with 0. The HOSVD 

factorization of a tensor results into an approximated tensor 

which reveals the latent relationships and patterns of the 

users. 

 

2.4. Classification  

 

Classification methods play an important role in data 

mining tasks by classifying the available information based 

on some characteristics of the elements. 

Since many decision-making tasks are reprehensive of 

classification problem or can be easily formulated into a 

classification problem, e.g., prediction and forecasting 

tasks, therefore choosing proper classification method 

suited to the type of problem is very important. 

Many of classification techniques have been used to 

decision-making scenarios such as business failure 

prediction (Tam and Kiang, 1992), portfolio management 

(Trippi and Turban, 1993), and debt risk assessment (Kiang 

et al., 1993) and wide variance in the performance of 

classification algorithms under different scenarios have 

been provided by some researches (Dietterich et al., 1995; 

Meila and Heckerman, 2001; Tam and Kiang, 1992). 

 

2.4.1. Supervised classification 

 

Supervised classification is one of the most important 

tasks in data mining (Han et al., 2002; Wu et al., 2008; 

Hastie et al., 2001), which seeks procedures for classifying 

objects in a set (i.e. Ω) into a set of classes (i.e. C ) with 

labels or known categories in advance as a trained set. It 

has been used in many application field such as cancer 

diagnosis (Guyon et al., 2002; Mangasarian et al., 1995), 

machine vision (Papageorgiou et al., 1998), text 

categorization (Sebastian, 2002) and classification of gene 

expression data (Furey et al., 2000; Zhang et al., 2006). 

Mathematical optimization has played a critical role in 

supervised classification (Bennett and Mangasarian, 1992; 

Herna´ndez, 2006; Bradley et al., 2002; Doumpos et al., 

2006; Glady et al., 2009). Nearest-neighbor methods 

(Cover and Hart, 1967; Dasarathy, 1991; Kim et al., 2009), 

Linear Discriminant Analysis (LDA) (Fisher ,1936), 

classical Logistic Regression (LR) ( Hastie et al.,2001), 

Support Vector Machines (SVMs), Classification decision 

trees (Kim et al., 2002) such as Classification and 

Regression Trees (CARTs) (Breiman, 1984), C4.5 

(Quinlan, 1993), Rule-Based (Cohen, 1995; Basu et al., 

1998), Artificial Neural Network (ANN) (Zurada,1992; 

Ibnkahla, 2000; Christakou and Stafylopatis, 2005; Hsu et 

al., 2007), Bayesian Belief Networks (BBN) (Pronk et al., 

2007; Yu et al., 2004; Zhang and Koren, 2007) and 

Association rule (Cho et al., 2002) are the well-known 

supervised classification methods. 

Support Vector Machines (SVMs). Support Vector 

Machines (SVMs) is one of machine learning methods for 

supervised learning that has proved to be one of the 

successes of mathematical optimization (Vapnik, 1995; 

Vapnik, 1998; Joachims, 1998). SVMs are a family of 

machine learning techniques for tasks such as classification 

and regression (Vapnik, 1995; Cristianini and Shawe-

Taylor, 2000; Farahmand et al., 2014a; Farahmand et al., 

2015). 

They are inherently two-class classifiers however, can 

be extended for multi-class. In SVM, the classification is 

done by intersecting a hyperplane through the feature space 

that separates one cluster of similarly labeled training data 

from another. The SVM learns the parameters for this 

hyperplane by maximizing the margin from the hyperplane 

to the two training data clusters. More advanced SVMs will 

use soft margins that react gracefully to abnormally labeled 

data points and semi-overlapping data clusters that cannot 

be separated by a simple hyperplane. Though, the more 

overlap between the two clusters of data points, the worse a 

SVM will do. This can be mitigated by transforming the 

initial feature space into a higher dimensional feature space 

by using the kernel trick.  

The SVM incorporates the maximal margin strategy and 

the kernel method. The decision function of the SVM is an 

expansion of the kernel function. The decision function is 
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used to predict the output for a given input. The maximal 

margin method is applied to improve the accuracy of the 

prediction. The main goal of this method is to find a 

hyperplane separating the data with the largest possible 

margin.  

Fig. 8 shows two types of SVM namely: linear and non-

linear SVM. The general idea in non-linear SVM is that 

original input space can always be mapped to some higher-

dimensional feature space where the training set is 

separable. 

In its simplest form, when examples are linearly 

separable and belong to one of two classes, the algorithm 

finds the hyperplane that correctly classifies the examples, 

but also has the maximum distance to the examples. This 

hyperplane is called a maximum margin hyperplane, since 

the margin between the classes is maximized. 

Given a set of categories, which contain an arbitrary 

number of items, SVMs predict which category a new item 

belongs to. Figs. 8a and b illustrate this: Given 2 categories 

(red items and blue items), SVM creates a hyperplane 

which separates the two categories with the highest 

possible margin (H1 and H2 in Fig. 8b). The items which 

determine this margin are called the Support Vectors (2 

blue and 1 red item in this example). 

Grčar et al. (2006) confronted the k-NN algorithm with 

SVM in the CF framework. They found that k-NN is 

dominant on datasets with relatively low sparsity.  They 

showed that on dataset with high to extremely high level of 

sparsity, k-NN is unable to form reliable neighborhoods. In 

such case it is best to use a model-based approach, such as 

SVM classifier or SVM regression. Another strong 

argument for using the SVM approaches on highly sparse 

data is the ability to predict more ratings than with the 

variants of the memory-based approach. Joachims (1998) 

demonstrated that on a Reuters-21578 data set, SVMs 

performed better than k-NN (86.4% accuracy vs. 82.6%). 

Xia et al. (2006) proposed a heuristic method based on 

Smoothing SVM (SSVM) method from Lee and 

Mangasarian (1999) to overcome the problem caused by 

the sparsity of user-item matrix. They compared the 

heuristic method with item-based Zhang and Iyengar 

(2002) and user-based Breese (1998) CF algorithms.  

The SVM’s algorithm first learns from data that has 

already been classified, which is represented in numerical 

labels (e.g. 1, 2, 3, etc.) with each number representing a 

category. SVM then groups the data with the same label in 

each convex hull. Accordingly, it determines where the 

hyperplane(s) is by calculating the closest points between 

the convex hulls (Bennett, 2000). Once SVM determines 

where the hyperplane(s) is, it creates a model file that is 

used to classify new data. For example, any new data that 

lies on the side of the positive plane is classified with a 

positive label and any new data that lies on the side of the 

negative plane is classified with a negative label. In this 

consideration, SVM is excellent for classification, but 

requires labeled objects to use for training. Therefore, 

before training data, the classes of object must be 

determined using some machine learning techniques such 

as SVD for two dimensional data and HOSVD and SOM 

for high dimensional data. These approaches also can 

decompose the data to obtain approximation of the data 

with data to a lower-dimensional space. Basically, the 

cosine similarity method is used for determining the classes 

after decomposing the high dimensional data to the low 

dimension. The highest values that are similar (close) to the 

selected object are selected to be in one class. After 

defining the class numbers, the result will be as training 

data for SVM. The library LIBSVM has been provided for 

this purpose to be used for different type of SVM 

applications (Chang and Lin, 2006). 

 
Fig. 8. Illustration of linear and non-linear SVM 
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k-Nearest Neighbor (k-NN). k-Nearest Neighbor (k-

NN) classifier is a well-known and powerful instance-based 

machine learning technique for classification data. By 

learning from all sorted training instances, k-NN simply 

can be applied to get results from training instances. The k-

NN algorithm consists of two phases: training phase and 

classification phase. In training phase, the training 

examples are vectors (each with a class label) in a 

multidimensional feature space. In this phase, the feature 

vectors and class labels of training samples are stored. In 

the classification phase, k is a user-defined constant (see 

Fig. 9), a query or test point (unlabelled vector) is classified 

by assigning a label, which is the most recurrent among the 

k training samples nearest to that query point. In other 

words, the k-NN method compares the query point or an 

input feature vector with a library of reference vectors, and 

the query point is labelled with the nearest class of library 

feature vector. This way of categorizing query points based 

on their distance to points in a training dataset is a simple, 

yet an effective way of classifying new points. One of the 

main advantages of the k-NN method in classifying the 

objects is that it requires only few parameters to tune: k and 

the distance metric, for achieving sufficiently high 

classification accuracy. Thus, in k-NN based 

implementations, the best choice of k and distance metric 

for computing the nearest distance is an important task. 

In k-NN classifier, the distance function usually is 

considered Euclidean distance when the input vectors and 

outputs are real numbers and discrete classes, respectively.  

Assume 
1 2 mxx , x , ... , x  indicates the first row vectors and 

1 2 myy , y  ,..., y  indicates the second row vectors, the various 

distance metrics for measuring distance between 
sx  and 

ty  

are defined as follows: 

 

2

1

n

st sj tjj
d ( x y )


   (26) 

1

n

st sj tjj
d | x y )


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1 1
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   

  

 
(28) 

where Eq. (26), Eq. (27) and Eq. (28) stand for 

Euclidean, City-Block and correlation distance metrics, 

respectively. 

 

  
Fig. 9. k-Nearest Neighbor for k=7 and k=4 

 

Many specialized distance and similarity metrics have 

been proposed for k-NN. The survey by Herlocker et al. 

(1999) mentions Pearson correlation, Spearman rank 

correlation, vector similarity, entropy, and means squared 

difference.  Despite its simplicity, the k-NN method shows 

good accuracy with very short running time. In k-NN, 

generating a neighbourhood involved calculating the 

similarity between the given users within the user-item 

matrix. Similarity will be used to generate a 

recommendation for a specific user. 

The algorithm follows these steps: 

Step 1. Compare the similarity between all users with the 

active user. 

Step 2. Select n users that have the highest similarity to 

build a neighbourhood. 

Step 3. Compute the prediction based on this similarity 

matrix. 

Within the user-based recommendation system, 

similarity between two users is calculated using the 

Pearson’s correlation coefficient. Pearson’s correlation has 

become a standard way of calculating correlation. 

Similarity between users iu
 
and ku  are calculated below: 

1

2

1 1

( )( )

( ) ( )

l

ij i kj

j

ik ik
l l

ij i kj

j j

r r r r

sim corr

r r r r



 

 

 

 



 

 
                                 

(29) 

where l is the total number of items, 
ijr  is the rating to a 

given item j by user i, and is the mean average rating given 

by user i. 

Using rating data in Table 4, we can calculate and derive 

a similarity matrix between the users.  

 
Table 4 

Sample user rating to items 

 

User\Laptop Dell Acer Compaq HP 

Robby 4 3 3 4 

Larry 2 2 ? 2 

Dan ? 4 3 2 

Cory 5 3 2 ? 

Nick ? 5 3 1 
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10 9 6 14( ) 3.3333   , Avg(Dan)= 3 , ( ) 2, ( ) 3.53 3 43

9( ) 3
3

( , ) ( , )

Avg Cory Avg Larry Avg Robby

Avg Nick

Overlap Cory Nick Acer Compaq

      

 



 

(3 3.3333)(5 3) (2 3.3333)(3 3)
( , ) 0.248

2 2 2 2
(3 3.3333) (2 3.3333) (5 3) (3 3)

Sim Cory Nick
    

  

      

 

We can use this calculation and the given data in Table 4 

to formulate the similarity matrix. 

The prediction is a numerical value that represents a 

predicted opinion of the active user about a specific item. 

The prediction for a user-based CF algorithm needs both 

the user-item matrix and the similarity matrix. 

3

1

3

1

( )ij i iaj
aj a

aij

r r sim
pr r

sim





 
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



                                  

(30) 

Eq. (30) shows how a prediction praj represents the 

predicted opinion for the active user au  bout item
ji . 

ijr  

represents the rating that user iu  gives item 
ji  and i

r

denotes the average rating for user iu . Eq. (30) retrieves 

similarity from Eq. (29), which represents the similarity 

between the active user au  and user iu . 

Also, we can have hybrid algorithms of k-NN and SVD 

for predicting unknown ratings for target user. To do so, the 

hybrid method uses the algorithms from both, as described 

as following:  

Step 1. A dense matrix is calculated form raw rating matrix 

by one of the appropriate matrix filling method. 

Step 2. The dense matrix is normalized. 

Step 3. The SVD method is applied on normalized matrix 

to obtain U, S, V. 

Step 4. 
1/2

)(
ddU   is calculated. 

Step 5. Similarity between users is calculated using 
( )1/2 1/2 ( )

( ) ( )1/2 1/2

2 2

( ) .( )
( , )

) * )

a
b

d dd d

a b

d dd d

U U
sim a b

U U


 

 

. 

Step 5. Compute the prediction for unknown rating 
ijp  

using Eq. (30). 

 

Feedforward Backpropagation Neural Network 

(FBNN). A FBNN is a multilayer network that consists of an 

input layer, one or more hidden layers, and an output layer. 

All neurons in each layer are fully connected to all neurons in 

the successive layer. An input pattern is propagated through 

a hierarchy of layers in a forward direction; i.e. input, 

hidden, and output layers. In this research, a three-layer 

network consisting of an input layer, a hidden layer, and an 

output layer is applied for classification task. The 

backpropagation is the classical algorithm used for 

learning. It is an iterative gradient descent algorithm which 

is designed to minimize the mean squared error between 

the desired output and the generated output for each input 

pattern. After the input is propagated from the input layer 

through the output layer, an error is computed from the 

difference between the desired output and the generated 

output obtained from the output layer. If the error is not 

satisfied then the weights are modified while the error is 

propagated backward from the output layer to the input 

layer.  

Multiclass NN classification involves building NNs that 

map the input feature vector to the network output 

containing more than two classes (Murphey and  Luo, 

2002).  

Multi-Layered Perceptron (MLP) is most widely utilized 

in ANN paradigm that approximates nonlinear relationships 

existing between an input set of data (and the 

corresponding output data set (Nilashi et al., 2015c, 

Farahmand et al., 2014b). A three-layer MLP with a single 

intermediate layer housing a sufficiently large number of 

nodes can approximate any nonlinear computable function 

to an arbitrary degree of accuracy. 

The number of hidden neurons in the hidden layer is one 

of the major issues to be considered in the establishment of 

a FBNN for classification. There are many algorithms used 

to determine the number of hidden neurons. Igelnik and 

Pao (1995) were found that at least 2D (D denotes the 

dimension of the input vectors) hidden neurons can be 

sufficient for approximating the posteriori probability in 

classification problem with arbitrary accuracy. In this 

research, the numbers of hidden neurons are freezed by 

applying 2D hidden neurons to all the experiments. With 

considering 2D hidden neurons the FBNN classifier 

obtained the best classification accuracy. 

NNs also have been successful in recommendation 

system implementation (Postorino and Sarne 2011; Gong 

and Ye 2009; Gao and Wu 2009).  Lee et al. (2002) 

proposed a recommender system which combines CF with 

Self-Organized Map (SOM) NN.  Christakou et al. (2007) 

proposed a recommendation system based on content and 

CF for recommendations concerning movies. The content 

filtering part of the system was based on trained NNs 

representing individual user preferences. They evaluated 

the hybrid system on the MovieLens data. Postorino and 

Sarne (2011) proposed a NN hybrid recommender system 

which was able to provide customers, associated with 

XML-based personal agents within a multi-agent system 

called MARF, with suggestions about flights purchases. 

For solving data sparsity for CF, a personalized 

recommendation approach based on Back-Propagation NNs 

(BPNNs) and item based CF was presented by Gong and 

Ye (2009). In the method, they used the BPNNs to fill the 

null values in user-item matrix of ratings and item based 

CF to form nearest neighborhood. Kogel (2002) 

implemented a Java based platform for neural networks in 

the Weka system. Using this platform, they performed a 

series of experiments using data from the EachMovie 

database and additional information from the MovieLens 

and Internet Movie Databases. In order to make 

recommendations to the target users, they trained an 

Artificial Neural Network (ANN) for each target user using 

a portion of the dataset, allowing thereby the ANN to learn 
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the taste of the target user. Next they tested trained neural 

network, by passing a set of test data through the ANN 

which produced predictions about which movies the target 

users would like and dislike. The movies predicted to be 

liked by the target users would then be recommended. 

Nilashi et al. (2014c) proposed a new recommendation 

model to improve the recommendation quality and 

predictive accuracy of multi-criteria CF and solve the 

scalability and alleviate the sparsity problems in the multi-

criteria CF. The experimental results of applying their 

approaches on Yahoo!Movies and TripAdvisor datasets 

showed the enhancement of multi-criteria CF 

recommendation quality and predictive accuracy. The 

experimental results also demonstrated that SVM 

dominates the k-NN and FBNN in improving the multi-

criteria CF predictive accuracy evaluated by most broadly 

popular measurement metrics, F1 and mean absolute error.  

Naïve Bayes classifier. The Naïve Bayes classifier is a 

classification method that is used for categorical data based 

on applying Bayes' theorem. The Naive Bayes classifier 

can be compactly represented as a Bayesian network as 

shown in Fig. 10. 

 
Fig. 10. Naive Bayes Classifier 

 

The nodes represent random variables corresponding to 

the class label C, and the components of the input vector 

X1;…;XM. The Bayesian network in Fig. 10 reveals the 

primary modeling assumption present in the naive Bayes 

classifier: the input attributes 
jX  are independent given the 

value of the class label C. This is referred to as the naive 

Bayes assumption from which the name of the classifier is 

derived. 

In Bayesian networks, the value of a variable depends only 

on the value of its parent variables. For example, the 

probability of a variable x is described by the conditional 

probability  | axP x p  where 
axp  is the parent variable of x. 

The joint probability of several independent variables can 

be factorized as  1 1,  . . ). ,  ( |
iN

N

i i xP xP x x pa which 

represents the dependency structure of the variables. Also, 

the following supposition is considered in Bayesian 

networks as  

1 21
( | ) ( | ) ( | ) ( | ) ... ( | )

n

i k i i i n ik
P X C P x C P x C P x C P x C


       

In the contest of recommender systems, several studies 

have been conducted by Naïve Bayes classifiers. Condliff 

et al. (1999) proposed a Bayesian methodology for 

recommender systems that incorporates user ratings, user 

features, and item features in a single unified framework. In 

principle their approach addressed the cold-start, scalability 

and sparsity issues.  

Ghazanfar and Prugel-Bennett (2010) proposed a unique 

switching hybrid recommendation approach by combining 

a Naive Bayes classification approach with the CF. 

Miyahara and Pazzani (2000) reported on SF with the 

Simple Bayesian Classifier. They proposed two 

representations for the Simple Bayesian Classifier. They 

found that the Sparse Data Model performs better than the 

Transformed Data Model and the typical correlation-based 

approach.  The Transformed Data Model also outperformed 

the correlation-based approach although it shows similar 

accuracy to the correlation approach in some parts of the 

experiment with EachMovie dataset.  

Yoshii et al. (2008) developed a hybrid recommender 

system that utilizes both the user’s rating and musical 

content. The goal was to get more accurate 

recommendations referring to a large variety of artists. 

Here, a fundamental problem is that the observed rating 

scores and acoustic features incompletely represent user 

preferences. To overcome problem of the incompletely 

representation of user preferences, they used a Bayesian 

network model called a three-way aspect model. 

Decision Tree. Decision trees are well recognized and 

useful prediction and classification tools. Using these tools, 

we are able to categorize and label objects into set of 

distinct classes. Each internal and terminal node in the 

decision tree represents a test on an attribute and a class 

prediction. Also, each branch in decision tree indicates a 

result of the test (Park et al., 2012; Hastie et al., 2009; 

Golbandi et al., 2011). 

In general, in the recommender systems context, each 

node of the decision tree evaluates user preference toward a 

certain aspect. As with all CF methods, a decision tree is 

created and optimized by analyzing past user preferences. 

In the contest of recommender systems, several studies 

have been conducted by decision trees. Cho et al. (2002) 

suggested a personalized recommendation methodology for 

improving the effectiveness and quality of 

recommendations when applied to an Internet shopping 

mall. The suggested methodology was based on a variety of 

data mining techniques such as web usage mining, decision 

tree induction, association rule mining and the product 

taxonomy. Bouza et al. (2008) proposed an ontology-based 

decision tree algorithm that uses a domain ontology and a 

reasoner to split instances with more generalized features 

(superclasses of features) then the features in cases where 

generalized features in form of superclasses perform better. 

Nilashi et al. (2016) proposed a recommendation method 

using Classification and Regression Tree (CART) and 

Expectation Maximization (EM) for accuracy improvement 

of multi-criteria recommender systems. They also applied 

Principal Component Analysis (PCA) for dimensionality 

reduction and to address multi-collinearity induced from 

the interdependencies among criteria in multi-criteria CF 

datasets. They tested the method results on Yahoo! Movies 

and TripAdvisor datasets.   

The list of research papers conducted in the context of 

recommender systems using supervised machine learning 

techniques is represented in Tables 5-7. 
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Table 5  

Neural Network Technique in Recommender System   

 

Data mining Technique Reference 

Neural Network 

Han and Chen (2009); Martin-Guerrero, Lisboa, Soria-Olivas, Palomares, and Balaguer (2007); Postorino and  

Sarne (2011); Yuan and Tsao (2003); Gong and Ye (2009); Liu, Hsieh, and Tsai (2010); Christakou et al. 

(2007); Gao and Wu (2009); Kim et al. (2004); Lee, Hui, and Fong (2002); Lee et al. (2006); Christakou and 

Stafylopatis (2005); Sevarac et al. (2012); Nilashi et al. (2014c) 

 
Table 6 

KNN Technique in Recommender Systems 

 

Data mining Technique Reference 

k-NN 

Lee, Hui, and Fong (2002); Tang and McCalla (2009); Hsu (2008);Munoz-Organero, Ramiez-Gonzalez, 

Munoz-Merino, and Kloos (2010); Lee, Park, and Park (2008); Kim, Kim, and Cho (2008); Lee, Park, and 

Park (2009); Blanco-Fernandez, Lopez-Nores, Pazos-Arias, Gil-Solla, and Ramos-Cabrer (2010); Liu and 

Shih (2005a); Zanker, Jannach, Gordea, and Jessenitschnig (2007); Chen, Cheng, and Chuang (2008); Zheng, 

Li, Liao, and Zhang (2010); Ganesan, Garcia-Molina, and Widom (2003); Naren, Benjamin, Batul, Ananth, 

and George (2001); Liu and Shih (2005b); Roh, Oh, and Han (2003); Han, Xie, Yang, and Shen (2004); Cho 

and Kim (2004); Zeng, Xing, Zhou, and Zheng (2004); Herlocker, Konstan, Terveen, and Riedl (2004); Li, 

Lu, and Xuefeng (2005); Hurley, O’Mahony and Silvestre (2007); Symeonidis, Nanopoulos, and 

Manolopoulos (2008); Symeonidis, Nanopoulos, Papadopoulos, and Manolopoulos (2008); Lee and Olafsson 

(2009); Jeong, Lee, and Cho (2009a); Jeong, Lee, and Cho (2009b); Chen, Wang, and Zhang (2009); 

Bobadilla, Serradilla, and Hernando (2009); Bobadilla, Serradilla, and Bernal (2010); Lee, Ahn, and Han 

(2007); Vezina and Militaru (2004); Kim, Yum, Song, and Kim (2005); Albadvi and Shahbazi (2009); 

Martinez et al. (2010); Martin-Vicente et al. (2010); Gemmell et al.(2009); Cohen and Fan (2000); Rohini 

and Ambati (2005); Nilashi et al. (2015a); Nilashi et al. (2014a); Nilashi et al. (2014b); Nilashi et al. (2014c) 
 

Table 7 

Decision Tree Technique in Recommender Systems 

 
Data mining Technique Reference 

Decision Tree 

Nilashi et al. (2016); Hernandez del Olmo, Gaudioso, and Martin (2009); Wang, Chiang, Hsu, Lin, and Lin (2009); Kim et 

al. (2002); Cho, Kim & Kim (2002); Yu, Ou, Zhang, and Zhang (2005); Lee and Yang (2003); Sun et al. (2011); Hijikata et 

al. (2006); Lee (2010); Golbandi et al., (2011); Nikovski and Kulev (2006); Bouza et al (2008); Cheng et al. (2009); Sergio 
(1999) 

 

2.4.2. Unsupervised classification 

 

Other popular type of classification technique is 

unsupervised classification (clustering) which doesn’t need 

predefined classes of data (Lillesand and Kiefer, 2000). 

Clustering techniques aim to minimize the sum of squared 

error by minimizing the distance between the data object 

and the cluster representative. There are number of 

clustering techniques in the literature, e.g. the well-known 

k-means algorithm (Tou and Gonzales, 1974; Berkhin, 

2002; Wu et al., 2008; Berry and Linoff, 2004), fuzzy k-

mean (Bezdek, 1973) and Self-Organizing Map (SOM) 

(Kohonen, 1990). However, two generic categories (Farley 

and Raftery, 1998) of the clustering methods can be defined 

as: hierarchical clustering (El-Hamdouchi and Willett, 

1989; Steinbach et al., 2000) and partitional clustering 

(Forgy, 1965; Lloyd, 1982; MacQueen, 1967).  

In recommender systems, the clustering techniques 

mainly group of users that have similar preferences. Once 

the clusters are recognized, predictions for an active user 

can be made by averaging the opinions of the other users in 

that cluster. Fig. 11 shows Neighborhood formation from 

clustered partitions. In the following, some clustering 

methods are introduced.  

 
Fig. 11. Clustered partitions by neighborhood formation 

k-means. k-means clustering is one of the simplest 

unsupervised machine learning algorithms. It was first 

proposed by MacQueen (1967). Given a set of elements, k-

means clustering algorithm is used to group or classify the 

elements based on some features into k number of clusters 

(Nilashi et al., 2011). According to Tou and Gonzalez 

(1974), the k-means clustering minimizes the objective:  

i k

k
2

i k

k=1 x ÎC

|| x - c ||  (31) 

where ck is the centroid of the k
th

 cluster. The k-means 

clustering algorithm is shown as follows: 
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Algorithm 2: K-means Clustering. 

Step 0   Initialization: Given data set D, integer K, 2 < K <N, select K 

initial centers {ck} 

Step 1   Compute the distances d(xi,ck),  i = 1,…, N, k = 1, … , K. 

Step 2   Partition the dataset 
1 2 kD = C C ... C    by assigning 

each data point to the cluster whose center is the nearest 

Step 3   Re-compute the cluster centers. 

Step 4   If the centers have not changed, stop. 

              else go to Step 1. 

Notes: 

i. The initial “centers" in Step 0 are just points, and 

not yet associated with clusters. They can be 

selected randomly as any K points of D. 

ii. In Step 3 the center of each cluster is computed 

using the points assigned to that cluster. 

iii. The stopping rule in Step 4 implies that there are 

no further re-assignments. 

iv. The center updates in the iterations are computed 

by  

N

ik ii=1

k N

iki=1

u x
c = , k = 1,...,k

u




 (32) 

 

where uik = 1 if xi Ck, and uik = 0 otherwise. Eq. (32) 

gives the centers as the geometrical centroids of the data 

points of the cluster. 

v. Using Euclidean distances, iterating Steps 2 and 3 

leads to the minimization of the objective in Eq. 

(31). 

 

Self-Organized Map (SOM). The SOM is a neural 

network algorithm learns to classify data without 

supervision that depends on the clustering of the measured 

data from different stations (Kohonen, 1990). A SOM is 

trained with input data. SOM is a very valuable tool for 

pattern recognition and clustering process, which has been 

used in many varied applications (Sharpe and Caleb, 1998; 

Zhang and Mlynski, 1997; Witkowski et al.m1997; Lihua 

et al., 2005). It provides a non-linear mapping of the data to 

a 2D map grid that can be applied after preprocessing in 

explaining similarities and differences within measured 

data and cluster structures. Fig. 12 demonstrates an 

illustration of the SOM model. 

 

 
Fig. 12. Illustration of the SOM model with one, two dimensional and 

rectangular map 

 

Expectation Maximization (EM) clustering. It is well 

known that the k-means algorithm is an instance of 

Expectation Maximization (EM) algorithm which is a 

general algorithm of density estimation. This algorithm is 

based on distance. Gaussian mixture model with EM 

algorithm is a powerful approach for clustering. EM 

algorithm is model based iterative algorithm for solving the 

clustering problem where the data is incomplete or 

considered incomplete. EM algorithm is an optimization 

algorithm for constructing statistical models of the data 

(Mitra et al., 2003). In this algorithm each and every data 

instance belongs to each and every cluster with a certain 

probability. EM algorithm starts with initial estimates and 

iterates to find the maximum likelihood estimates for the 

parameters. The quality of EM algorithm become very 

good when using huge dataset. It has been also 

demonstrated that EM is a good clustering method in terms 

of computation time and accuracy (Jung et al., 2014; 

Nathiya et al., 2010). In addition, in this study EM is 

chosen to cluster data for the following reasons among 

others (Ordonez  and Omiecinski, 2002). (1) It has a strong 

statistical basis, (2) It is linear in database size, (3) It is 

robust to noisy data, (4) It can accept the desired number of 

clusters as input, (5) It can handle high dimensionality, and 

(6) It converges fast given a good initialization. 

The mathematical background of EM algorithm is 

shown here in this section (Mitra et al., 2003). 

Given a dataset 1{ }N

i ix   
the task of assigning a cluster for 

each instance in the dataset, is the goal that we aspire for. 

Let there be N
 
data points in the dataset and let us assume 

that the number of clusters is k . Let the index of the 

cluster be modeled as a random variable z j
 
and let its 

probability be given by a multinomial distribution 

satisfying 1j  , Such that 

 

( ), , 1,...j p z j j j k      (33) 

 

It is assumed that ( | ) ~ ( , )j j jp x z j N I 

 

is a 

Gaussian distribution. jI  denotes the identity matrix of 

order j . The unknown parameters of the model namely 

the mean j . variance j = diag (
1 ,

2 ,..., j ) and the 

distribution function j are estimated. 

1{ , , }k

j j jj
    

1

( | ) ( ( | , ) ( | ) ,
k

j

z

p x p x z p z   


  (34) 

where z is an unknown hidden variable. The total log 

likelihood of all data is given by 

 
2

2
11

|| ||
( , ) log exp

2

N k
i j

j

ji i

x
l D


 



 
  

  
  (35) 

 

The parameter values that maximize the likelihood 

function ( , )l D  are the ones that are chosen. Here D  

denotes the data. This optimization is complicated and to 
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solve this some of the unknowns are assumed to be known, 

while estimating the others and vice versa. For each class, 

the conditional expectation of z j  given the data and the 

parameters 

1

( | , )

( | , )( | , ) ( | )

( | )
( | , )

j

j i jj j

k

j i j j
i

w p z j x

N xp x z j p z j

p x
N x



  


 



  

 




 

 (36) 

Since each point x contributes to wj in some proportion, 

for particular xi we have 

 

1

( | , )
.

( | , )

j i j j

ij k

j i j j
i

N x
w

N x

 

 





 
 

(37) 

The optimization algorithm is called EM and has the 

following steps: Assume we have some random initial 

estimates of the means and variances of the model
(0)(0) (0), ,j jj

  . Algorithm 3 describes the EM algorithm. 

 

Algorithm 3 EM Algorithm. 

 

Initialize: means and variances of the model 
(0)(0) (0), ,j jj

  . 

Step 1. Expectation: Using the estimates of 
( )( ) ( ) ( ){ , , },
tt t t

j jj
     parameters compute the estimate 

of wij 

 

( ) ( )

( )

1

( | , )
( | , )

( | , )

i

j i ii t

ij i k t t

m m mm

p x z j
w p z j x

p x z m

 


 



  


 

Step 2. Maximization: Using estimates of 
( )i

ijw , update 

the estimates of the model parameters 

( )

( )

( )

( )

( )

( 1) 1

1

2

( 1) 1

1

( 1)

1

|| ||

1

t

t

t

t

t

N

ij i
t i

j N

ij

i

N

ij i i
t i

j N

ij

i

N
t

i ij

i

w x

w

w x

w

w
N









 



 

























 

Step 3. Repeat steps expectation and maximization until 

the parameter change gets small enough. 

 

Fuzzy K-means Clustering. A clustering is hard (or 

crisp) if each data point x is assigned to one, and only one, 

cluster C, so that the statement xC is unambiguous. A 

point x is labeled if its cluster C is known, in which case C 

is the label of x. In soft (or fuzzy) clustering the rigid 

assignment xC is replaced by a cluster Membership 

Function (MF) u(x,C) representing the belief that x belongs 

to C (Hammouda and Karray, 2000; Panda et al., 2012). 

The numbers u(x,Ck) are often taken as probabilities that x 

belongs to Ck, so that 

and for all
k

k k

k=1

u(x,C )= 1, u(x,C ) 0 k = 1,...,K.  (38) 

The k-means algorithm can be adapted to soft clustering. 

A well-known center-based algorithm for soft clustering is 

the fuzzy k-means algorithm. The objective function 

minimized in this algorithm is: 

2N K N Km 2 m

ik ik ik i ki=1 k=1 i=1 k=1
f = u d = u x - v     (39) 

where uik are the MFs of xiCk, and typically satisfy Eq. 

(39), and m is a real number, m > 1, known as fuzzifier. 

The equation for finding the centers is similar to equation 

of k-means algorithm, but uik takes values between 0 and 1 

(see Eq. (40)). 
N m

ik ii=1

k N m

iki=1

u x
c = , k = 1,...,k.

u




 (40) 

When m tends to 1, the algorithm converges to the k-

means method. 

Clustering methods also have been successful in 

recommendation system implementation (Ghazanfar and 

Prügel-Bennett, 2014; Shepitsen et al., 2008; Xue et al., 

2005; Lee et al., 2002; Roh et al., 2003). For example, 

Nilashi et al. (2014a) proposed recommendation methods 

using Adaptive Neuro-Fuzzy Inference Systems (ANFIS) 

and SOM proposed to improve predictive accuracy of 

criteria CF. Furthermore, new fuzzy-based algorithms, 

Weighted Fuzzy MC-CF (WFuMC-CF), Fuzzy Euclidean 

MC-CF (FuEucMC-CF) and Fuzzy Average MC-CF 

(FuAvgMC-CF), were presented for prediction task in 

multi-criteria CF. Experimental results on real-world 

dataset demonstrated that the proposed hybrid methods 

remarkably improve the accuracy of multi-criteria CF in 

relation to the previous methods based on multi-criteria 

ratings. Nilashi et al. (2015b) have also developed a multi-

criteria CF recommender system for hotel recommendation 

to enhance the predictive accuracy using Gaussian mixture 

model with Expectation Maximization (EM) algorithm and 

Adaptive Neuro-Fuzzy Inference System (ANFIS). They 

used the Principal Component Analysis (PCA) for 

dimensionality reduction and to address multi-collinearity 

induced from the interdependencies among criteria in 

multi-criteria CF dataset. The list of research papers 

conducted in the context of recommender systems using 

unsupervised machine learning techniques is represented in 

Table 8. 
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Table 8 

Clustering Technique in Recommender Systems  

 
Data mining Technique Reference 

Clustering 

Cantador and Castells (2010); Kim and Ahn (2008); Choi, Kang, and Jeon (2006); Linden (2008); Lee and Park (2007); 

Ha (2006); Liu, Hsieh, and Tsai (2010); Li, Myaeng, and Kim (2007); Zhu, Shi, Kim, and Eom (2006); Kwon, Cho, and 

Park (2009); Merve and Arslan (2009); Symeonidis, Nanopoulos, and Manolopoulos (2008); Min and Han (2005); Weng 
and Liu (2004); Roh, Oh, and Han (2003); Jalali, Mustapha, Sulaiman, and Mamat (2010); Lai and Liu (2009); Wei, 

Yang, and Hsiao (2008); Lihua et al. (2005); Rosaci, Sarne, and Garruzzo (2009); Linden, Smith, and York (2003); 

Subhash  and  Uday (2012); Kim and Ahn (2005); Agarwal et al.(2005); Martin-Guerrero, Lisboa, Soria-Olivas, 
Palomares, and Balaguer (2007); Cheung, Tsui, and Liu (2004);  Kim and Yang(2005); Georgiou and Tsapatsoulis (2010); 

Honda et al. (2001); Treerattanapitak and Jaruskulchai (2010); Chau, Zeng, Chen, Huang, and Hendriawan (2003); 

Uchyigit and Clark (2004); Nilashi et al. (2015a); Nilashi et al. (2014a); Nilashi et al. (2014b); Nilashi et al. (2015b); 
Nilashi et al. (2014c) 

 

2.5. Supervised Prediction Methods 

 

2.5.1. Neuro-Fuzzy 

 

Fuzzy Logic (FL) and Fuzzy Inference Systems (FIS), 

first proposed by Zadeh (1965), provide a solution for 

making decisions based on vague, ambiguous, imprecise or 

missing data (Nilashi et al., 2016). FL represents models or 

knowledge using IF–THEN rules (Nilashi et al., 2015d; 

Ahmadi et al., 2015; Salahshour et al., 2015; Ahmadi et al., 

2014a; Ahmadi et al., 2014b; Nilashi and Ibrahim, 2014; 

Bagherifard et al., 2014; Nilashi and Janahmadi, 2012; 

Nilashi et al., 2011a; Nilashi et al., 2011b; Nilashi et al., 

2011c; Nilashi et al., 2011d; Akbari et al., 2015) 

An appropriate combination of neural network and fuzzy 

logic technologies (Neuro-Fuzzy) can effectively solve the 

problems of fuzzy logic and neural networks and, thus, can 

more effectively address the real problems. A Neuro-Fuzzy 

approach was used to take advantage of the neural 

network’s ability to learn, and membership degrees and 

functions of fuzzy logic. The weights of the neural 

networks are mapped to fuzzy logic rules and member 

functions. Expressing the weights of the neural network by 

fuzzy rules also provides a better understanding of the 

“Black Box” and thus helps the better design of the neural 

network itself. Thus, while the learning of neural network 

is parameterized by the variation in input data, the learning 

of ANFIS is fixed by the rules and membership function 

values that we define. A Neuro-Fuzzy system is 

functionally equivalent to a FIS. A FIS mimics a human 

reasoning process by implementing fuzzy sets and 

approximate reasoning mechanism that uses numerical 

values instead of logical values. A FIS requires a domain 

expert to define the MFs and to determine the associated 

parameters in both the MFs, and the reasoning section. 

However, there is no standard for the knowledge 

acquisition process and thus the results may be different if a 

different knowledge engineer is at work in acquiring the 

knowledge from experts.  

A Neuro-Fuzzy system can replace the knowledge 

acquisition process by humans using a training process with 

a set of input-output training dataset. Thus instead of 

dependent on human experts the Neuro-Fuzzy system will 

determine the parameters associated with the Neuro-Fuzzy 

system through a training process, by minimizing an error 

criterion. A popular Neuro-Fuzzy system is called an 

ANFIS. ANFIS is a fuzzy system that uses artificial neural 

network theory to determine its properties (fuzzy sets and 

fuzzy rules). 

The fuzzy logic field has grown considerably in a 

number of applications across a wide variety of domains 

like in the semantic music recommendation system 

(Lesaffre and Leman 2007), movie recommendation 

(Nilashi et al., 2014a) and product recommendations (Cao 

and Li 2007; Henrik Stormer et al. 2006). Castellano et al. 

(2007) developed a Neuro-Fuzzy strategy combined with 

soft computing approaches for recommending URLs to the 

active users. They used fuzzy clustering for creating a user 

profile considering the similar browsing behavior. de 

Campos et al. (2008) proposed a model by combining 

Bayesian network for governing the relationships between 

the users and fuzzy set theory for presenting the vagueness 

in the description of users‘ ratings. A conceptual 

framework based on fuzzy logic-based was proposed by 

Yager (2003) to represent and then justify the 

recommendation rules. In the proposed framework, an 

internal description of the items was used that relied solely 

on the preferences of the active user. Carbo and Molina 

(2004) developed an algorithm based on CF that ratings 

and recommendations were considered as linguistic labels 

by using fuzzy sets. A model proposed by Pinto et al. 

(2012)  that combined fuzzy numbers, product positioning 

(from marketing theory) and item-based CF. Nilashi et al. 

(2014a) proposed recommendation methods using Adaptive 

ANFIS and SOM proposed to improve predictive accuracy 

of criteria CF. Furthermore, new fuzzy-based algorithms, 

Weighted Fuzzy MC-CF (WFuMC-CF), Fuzzy Euclidean 

MC-CF (FuEucMC-CF) and Fuzzy Average MC-CF 

(FuAvgMC-CF), were presented for prediction task in 

multi-criteria CF. Experimental results on real-world 

dataset demonstrated that the proposed hybrid methods 

remarkably improve the accuracy of multi-criteria CF in 

relation to the previous methods based on multi-criteria 

ratings. 

Nilashi et al. (2015b) developed a multi-criteria CF 

recommender system for hotel recommendation to enhance 

the predictive accuracy using Gaussian mixture model with 

EM algorithm and Adaptive ANFIS. They used the PCA 

for dimensionality reduction and to address multi-

collinearity induced from the interdependencies among 

criteria in multi-criteria CF dataset. 
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2.5.1 Support Vector Regression (SVR) 

 

As a powerful machine learning technique, SVM is 

becoming increasingly popular. SVR is able to model 

complex non-linear relationships by using an appropriate 

kernel function that maps the input matrix X onto a higher-

dimensional feature space and transforms the non-linear 

relationships into linear forms. The feature space is then used 

as a new input to deal with the regression problem. By 

introducing an  -insensitive loss function, Vapnik extended 

SVM for classification to regression (Vapnik et al. 1996). In 

this sense, SVR transforms the regression problem into a 

special classification problem. Moreover, like the support 

vector classifier, the SVR uses soft margins to tolerate 

misclassification. Finally, SVR uses a tactic named  -

insensitive loss function to balance the approximate accuracy 

and computational complexity.  

SVR also have been successful in recommendation 

system implementation. Jannach et al. (2012a) improved 

the accuracy of multi-criteria CF by proposing a method 

using SVR for automatically detecting the existing 

relationships between detailed item ratings and the overall 

ratings. In addition, the learning process of SV regression 

models was per item and user and lastly combined the 

individual predictions in a weighted approach. Jannach et 

al. (2012b) showed through an empirical evaluation based 

on a real-world data set from the tourism domain that the 

predictive accuracy of recommender systems can be 

significantly improved when the multi-dimensional rating 

information is taken into account. They used SVR to 

construct the prediction models. They evaluated the method 

on a real-world datasets provided by a major European 

tourism platform and Yahoo!Movies and compare it with 

state-of-the-art baseline algorithms based on matrix 

factorization. Nilashi et al. (2015a) proposed a novel CF 

recommendation approach in which customer segments are 

automatically detected through clustering and preference 

models are learned for each customer segment. Their 

proposed method also supports incremental updates of the 

preference models.  

 

3. Conclusion  

 

Recommender systems have become an important and 

interesting research area in e-commerce. The results 

represented in this research have several significant 

implications: 

 

 This paper introduced the most popular data mining 

methods and techniques that can be implemented in 

the design of recommender systems.  

 Data preprocessing tools such as sampling, 

dimensional reduction and distance measures methods 

were investigated.  

 We reviewed the main classification (supervised 

learning) methods that can be used in the in the 

design of recommender systems namely: k-Nearest 

Neighbors, Bayesian Networks, Neural Networks, 

Support Vector Machines and Decision Trees.  

 We reviewed the clustering (unsupervised learning) 

methods that can be implemented in the design of 

recommender systems namely: Expectation 

Maximization, k-means, Fuzzy k-means and Self-

Organized Map.  

 We reviewed the prediction methods that can be 

implemented in the design of recommender systems 

namely: Support Vector Regression and Neuro-

Fuzzy.  

 Some important dimensional reduction techniques 

such as Singular Value Decomposition (SVD) and 

Higher-order Singular Value Decomposition 

(HOSVD) were described and their applications in the 

context of recommender systems were investigated.  

 

In this study, we introduced well-known data mining 

techniques and presented their applications in the context of 

recommender systems, but in-depth investigation is need 

for their applications in overcoming the shortcomings of 

recommender systems. Future works could therefore focus 

on shortcomings of recommender systems such as Sparisity 

and Scalability and the applications of the data mining 

techniques in overcoming these shortcomings. 
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